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Abstract

Recently, (Zhang et al., 2011) proposed a classifier based on collaborative representations (CR) with regularized least squares (CRC-RLS) for image face recognition. CRC-RLS can replace sparse representation (SR) based classification (SRC) as a simple and fast alternative. With SR resulting from an $l_1$-regularized least squares decomposition, CR starts from an $l_2$-regularized least squares formulation. Moreover, it has an algebraic solution.

We extend CRC-RLS to the case where the samples or features are weighted. Particularly, we consider weights based on the classification confidence for samples and the variance of feature channels. The weighted collaborative representation classifier (WCRC) improves the classification performance over that of the original formulation, while keeping the simplicity and the speed of the original CRC-RLS formulation. Moreover we investigate into query-adaptive WCRC formulations and kernelized extensions that show further performance improvements but come at the expense of increased computation time.

Keywords:
ridge regression, collaborative representation, sparse representation, classification, kernel

1. Introduction

For face recognition, (Wright et al., 2009) pointed out the effectiveness of representing newly observed faces as linear combinations of previously observed ones. Usually, the problem is formulated as one of finding the coefficients that minimize the residual between a new sample and its linear reconstruction. The residual is commonly measured as the least squares difference, which allows for an algebraic solution. When all previous faces or samples contribute to the optimal linear combination, one has a so-called Collaborative Representation (CR) (Zhang et al., 2011). Aside from the basic least squares criterion for the creation of such optima, other constraints have been considered as well. For stabilizing the coefficients of the least squares representation, one could add a term that tries to minimize the $l_2$-norm of the coefficients, while still admitting an algebraic solution. Enforcing sparsity on the solution leads to an $l_0$-regularization, i.e. an $l_1$-regularized least squares problem in practice, known as lasso (Tibshirani, 1996). Such adaptations yields a Sparse Representation (SR) (Wright et al., 2009), a key element in compressed sensing. Indeed, most signals admit a decomposition over a reduced set of signals from the same class (Bruckstein et al., 2009). Unfortunately, there no longer exists a known algebraic solution in that case. A combined $l_1/l_2$ regularization renders the coefficients more robust and enforces group sparsity (Zou and Hastie, 2005).

The resulting coefficients carry a meaning in that they reflect the importance of each sample. The coefficients and resulting residuals are used in the classification. The newly incoming sample or ‘query’ is assigned to the class that has the minimum residual error or the largest sum of coefficient magnitudes.

Here, we investigate the influence of weighting the samples and features in the aforementioned representations, in particular in the $l_2$-regularized least squares formulations with algebraic solutions. In real classification tasks the training samples are not equally discriminative. Moreover, the coefficients of some samples correlate more closely with the correct prediction by the
classifier. The same holds for the feature channels, as some are more informative than others for the classification process. One may also let depend the weights on the particular query that is to be classified. We extend our previous work (Timofte and Van Gool, 2012b) by addressing such adaptive weightings and by investigating the corresponding kernel extensions, as a means for further gains in classification performance.

The remainder is organized as follows. Section 2 briefly reviews the least squares based formulations. Section 3 presents weighted variants, Section 4 adapts to query-specific weighting, and Section 5 discusses the kernel trick. In Section 6 we describe the classifiers based on these representations. Section 7 shows experimental results, while Section 8 concludes the paper.

Notations and assumptions. The training data is stacked column-wise forming a matrix $X = [x_1, x_2, \ldots, x_m] \in \mathbb{R}^{m \times n}$ with $m \in \mathbb{N}$, $n$-dimensional training samples. $\beta \in \mathbb{R}^m$ denotes the vector of coefficients from the linear representation of a query sample $y \in \mathbb{R}^n$ over the (training) samples ($X$). We assume each sample to be zero mean and to have unit length (the $l_2$-norm is 1). By $\|x\|_p$, we denote the $l_p$-norm of a vector $x$, $\|x\|_2$ is the Euclidean norm (or $l_2$-norm), $X^T$ is the transpose of matrix $X$, and $X^{-1}$ the inverse. $\text{diag}(x)$ is the diagonal matrix with the vector $x$ on the diagonal. $I$ is the identity matrix.

2. Least Squares formulations

We shortly review three of the best-known regularized least squares formulations.

The Ordinary Least Squares (OLS) solves:

$$\hat{\beta}_{\text{OLS}} = \arg\min_{\beta} \|y - X\beta\|^2$$

(1)

If $(X^TX)^{-1}$ exists we have as algebraic solution:

$$\hat{\beta}_{\text{OLS}} = (X^TX)^{-1}X^Ty$$

(2)

The Collaborative Representation with Regularized Least Squares (CR) (Zhang et al., 2011), solves:

$$\hat{\beta}_{\text{CR}} = \arg\min_{\beta} \|y - X\beta\|^2 + \lambda_{\text{CR}}\|\beta\|^2$$

(3)

where $\lambda_{\text{CR}} \in \mathbb{R}$ is a regulatory parameter. The algebraic solution becomes:

$$\hat{\beta}_{\text{CR}} = (X^TX + \lambda_{\text{CR}}I)^{-1}X^Ty$$

(4)

By adding the $l_2$ regularization we cope with the case where $X^TX$ is singular and, moreover, we stabilize/robustify the solution and make it less noise dependent.

The Sparse Representation (SR) (Wright et al., 2009) is obtained by enforcing sparsity by means of $l_1$-regularization instead of $l_2$ as for CR:

$$\hat{\beta}_{\text{SR}} = \arg\min_{\beta} \|y - X\beta\|^2 + \lambda_{\text{SR}}\|\beta\|_1$$

(5)

where $\lambda_{\text{SR}} \in \mathbb{R}$ is the Lagrangian regulatory parameter. For this problem, also known as lasso (Tibshirani, 1996), one does not have an algebraic solution, but efficient optimization solvers are available, like LARS (Efron et al., 2004), Feature Sign (Lee et al., 2006) or L1LS (Kim et al., 2007).

By combining sparsity and robustness by means of joint $l_1$ and $l_2$ regularization we pursue group sparsity:

$$\hat{\beta}_{\text{EN}} = \arg\min_{\beta} \|y - X\beta\|^2 + \lambda_1\|\beta\|_1 + \lambda_2\|\beta\|_2$$

(6)

a problem known as (naive) Elastic Net (EN) (Zou and Hastie, 2005), where $\lambda_{1,2}$ are regulatory scalar parameters. $(1 + \lambda_2)\hat{\beta}_{\text{EN}}$ gives the compensated EN solution.

3. Weighted Representations

In this section we review weighted extensions of the aforementioned least squares formulations.

Generalized Least Squares (GLS) generalizes the Ordinary Least Squares (OLS) for cases with unequal variances or correlations between the observations. If $y = X\beta_{\text{GLS}} + \epsilon$ with zero mean residuals, i.e. $E[\epsilon|x] = 0$, and their variance is $\text{Var}[\epsilon|x] = \Omega$, GLS minimizes their squared Mahalanobis length to estimate $\beta_{\text{GLS}}$:

$$\hat{\beta}_{\text{GLS}} = \arg\min_{\beta} (y - X\beta)^T\Omega^{-1}(y - X\beta)$$

(7)

$$\hat{\beta}_{\text{GLS}} = (X^T\Omega^{-1}X)^{-1}X^T\Omega^{-1}y$$

(8)

This simplifies to Weighted Least Squares (WLS) in case $\Omega$ is diagonal.

Ridge Regression (RR), also known as Tikhonov regularization (Tikhonov and Arsenin, 1977), solves:

$$\hat{\beta}_{\text{RR}} = \arg\min_{\beta} \|y - X\beta\|^2 + \|\Gamma_{\text{RR}}\beta\|^2$$

$$\hat{\beta}_{\text{RR}} = (X^T\Gamma_{\text{RR}}^{-1}X)^{-1}X^T\Gamma_{\text{RR}}^{-1}y$$

(9)

where to alleviate ill-posed problems, $\Gamma_{\text{RR}} \in \mathbb{R}^{m \times m}$ is suitably chosen. $\Gamma_{\text{RR}} \in \mathbb{R}^{m \times m}$ is the Tikhonov matrix and enables to weight samples differently. RR simplifies...
to OLS or CR if \( \Gamma_{RR} \) is null or a scaled identity matrix, respectively. A Generalized Weighted Collaborative Representation (WCR) can have the following formulation:

\[
\hat{\beta}_{WCR} = \arg \min_{\beta} (y - X\beta)^T \Omega_{WCR}^{-1} (y - X\beta) + \|\Gamma_{WCR}\beta\|^2
\]

(10)

Similarly to GLS, \( \Omega_{WCR} \) gives the importance of each dimension, and similar to RR, \( \Gamma_{WCR} \) modulates the importance of each sample in the solution.

Adding sparsity regularization (\( l_1 \)-norm) to WCR leads to a Generalized Weighted Elastic Net (WEN) formulation:

\[
\hat{\beta}_{WEN} = \arg \min_{\beta} \{ (y - X\beta)^T \Omega_{WEN}^{-1} (y - X\beta) + \|\Gamma_{WEN}\beta\|^2 + \|\Lambda_{WEN}\beta\|_1 \}
\]

(12)

where \( \Lambda_{WEN} \in \mathbb{R}^{m \times n} \) expresses the importance of each sample for the \( l_1 \) term. By adding the sparsity regularization we lose the advantage of having a clean algebraic solution.

Other recent \( l_1 \)-regularized methods weight the coefficients in relation to the covariances of the training samples, as in Weight Fused Lasso (Daye and Jeng, 2009) or Weight Fused Elastic Net (Fu and Xu, 2012). Other pairwise constraints are used in Group Lasso (Yuan and Lin, 2006), Pairwise Elastic Net (Lorber et al., 2010), or Trace Lasso (Grave et al., 2011).

4. Adaptive Weighted Representations

In the previous section we formulated weighted representations. We can make a distinction between the way the weights are set in the representation formulation:

i. independent of the query

ii. adaptive to (dependent on) the query

Independence of the query is the default case for weighted representations. It means that the weights are learned (estimated) from the training data or set without considering the specificity of an arbitrary query. The dependent or adaptive approach uses the specificity of the input query in the computation of the weights, and thus adapts the weighted representation to the nature of the input.

When the weighting matrix (or residual variance in WLS) \( \Omega \) is not directly known, it can be estimated, as in Feasible Generalized Least Squares (FGLS) (Little and Rubin, 2002), adapted to the query. Here we consider the case of GLS. First, we can use OLS and obtain the residuals \( u \), and take for \( \Omega \) the diagonal matrix of squared residuals, \( \text{diag}(\hat{u}_{OLS})^2 \), and estimate \( \hat{\beta}_{FGLS} \):

\[
\hat{u}_{OLS} = y - X\hat{\beta}_{OLS}, \quad \Omega_{OLS} = \text{diag}(\hat{u}_{OLS})^2
\]

(13)

\[
\hat{\beta}_{FGLS} = (X^T \Omega_{OLS}^{-1} X)^{-1} X^T \Omega_{OLS}^{-1} y
\]

(14)

leading to

\[
\hat{u}_{FGLS} = y - X\hat{\beta}_{FGLS}, \quad \Omega_{FGLS} = \text{diag}(\hat{u}_{FGLS})^2
\]

(15)

Under certain assumptions (Little and Rubin, 2002), \( \Omega_{FGLS} \) will converge after a number of iterations. Note that the same iterative approach for estimating \( \Omega \) can be applied to the other weighted least squares formulations (such as WCR or WEN).

Note that, in our experiments, we usually achieved better performance when we work directly with the residuals in absolute values (\( \text{WCR or WEN} \)).

Among recent adaptive weighted (sparse) representations, we review two: adaptive lasso and adaptive elastic net.

Adaptive lasso (Zou, 2006) or adaptive SR (aSR) solves:

\[
\hat{\beta}_{aSR} = \arg \min_{\beta} \|y - X\beta\|^2 + \|\Lambda_{aSR}\beta\|_1
\]

(16)

where \( \Lambda_{aSR} = \lambda_{aSR} \text{diag}(\hat{\beta}_{CR}^{1+}) \), with \( \lambda \in \{0.5, 1, 2\} \) an extra parameter. With the change \( X' = X/\hat{\beta}_{CR}^{1+} \) (dividing element-wise, \( x'_{ij} = x_{ij}/\hat{\beta}_{CR}^{1+} \), \( i = 1,2, \cdots, m \)), the solution is given by \( \hat{\beta}_{aSR} = \beta^{1+} \hat{\beta}_{CR}^{1+} \) (element-wise) where \( \beta^{1+} \) is the lasso (SR) solution:

\[
\hat{\beta}^{1+} = \arg \min_{\beta} \|y - X\beta\|^2 + \|\lambda_{aSR}\beta\|_1
\]

(17)

aSR imposes the coefficients from the RR decomposition of the query to obtain a grouping effect on the sparse solution of the original SR.

Adaptive Elastic Net (aEN) (Zou and Zhang, 2009) adds the \( l_2 \) regularization to the adaptive lasso, aSR:

\[
\hat{\beta}_{aEN} = \arg \min_{\beta} \|y - X\beta\|^2 + \|\Lambda_{aEN}\beta\|_1 + \lambda_2 \|\beta\|^2
\]

(18)

where \( \Lambda_{aEN} \in \mathbb{R}^{m \times n} \) is taken similar to \( \Lambda_{aSR} \).
5. Kernel extensions

5.1. Kernel trick and Hilbert space

For dealing with classification problems that are not linearly separable the kernel trick (Schölkopf and Smola, 2001) was introduced. The nonlinear problem can become linear in the high (even infinite) dimensional kernel feature space. The nonlinearity is handled by the kernel choice.

In the following we explore kernel extensions that are possible for most of the representations used in this paper. By using the kernel trick we expect to better adhere to the linearity assumption of the least squares models. For example, Kernel Sparse Representations have been proposed in (Zhang et al., 2012) and the Kernel Ridge Regression (Schölkopf and Smola, 2001) is a standard tool.

We assume a nonlinear mapping function, φ, from the original Euclidean space \( \mathbb{R}^n \) to the Hilbert space \( \mathcal{H} \). \( \mathcal{H} \) is often known as “reproducing kernel Hilbert space” (RKHS) corresponding to a Mercer kernel \( k(\cdot, \cdot) \) (Schölkopf and Smola, 2001). Given \( x, y \in \mathbb{R}^n \), we have \( k(x, y) = \langle \phi(x), \phi(y) \rangle_{\mathcal{H}} \), where \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) is the inner product in the kernel feature space \( \mathcal{H} \). Among the best-known nonlinear kernel functions is the Gaussian kernel \( k(x, y) = \exp(-\tau\|x - y\|^2) \), where \( \tau \) is a scalar parameter.

Let \( \Phi(X) = [\phi(x_1), \phi(x_2), \ldots, \phi(x_m)] \in \mathbb{R}^{l \times m} \) be, in the \( l \)-dimensional kernel space \( \mathcal{H} \), the mapped data points \( X = [x_1, x_2, \ldots, x_m] \in \mathbb{R}^{l \times m} \). Since \( l \) can be very high, we can employ a projection matrix to a lower dimensional embedding space. Another approach is to use the samples \( z \) as decompositions over the training samples by means of the kernel function: \( k(\cdot, \cdot) = [k(x_1, y), k(x_2, y), \ldots, k(x_m, y)]^T \in \mathbb{R}^{m \times 1} \). A projection matrix \( R \in \mathbb{R}^{m \times l} \), \( m \gg d \), can be used to further lower the dimensionality of the representation. \( R \) can be set by a random scheme or using other (learned) dimensionality reduction techniques as in (Zhang et al., 2012).

In the sequel, \( K \) represents the Gram matrix, \( K_{i,j} = k(x_i, x_j) \), and \( R \) is not used in our experiments (is set as the identity matrix, \( I \) of size \( m \times m \)).

Kernel Ridge Regression (KRR) is formulated and solved as follows:

\[
\hat{\beta}_{\text{KRR}} = \arg \min_{\beta} \| \phi(y) - \Phi(X) \beta \|^2 + \lambda_{\text{KRR}} \| \beta \|^2 \tag{19}
\]

\[
\hat{\beta}_{\text{KRR}} = (K + \lambda_{\text{KRR}} I)^{-1} k(\cdot, y) \tag{20}
\]

Note that this is an unsupervised KRR, and it has a slightly different formulation and interpretation than the ones commonly found in the machine learning literature (Saunders et al., 1998; Suykens and Vandewalle, 1999). \( y \) in our case is the new sample to linearly decompose and not a label target. The advantages of using a supervised regression are shown in (Suykens and Vandewalle, 1999). The most important ones concern the optimality conditions.

While in our experiments we use the KRR in the formulation introduced, in practice one could use a formulation on reduced representation dimensionality:

\[
\hat{\beta}_{\text{KRR}} = \arg \min_{\beta} \| R^T (k(\cdot, \cdot) - R^T K \beta) \|^2 + \lambda_{\text{KRR}} \| \beta \|^2 \tag{21}
\]

Kernel Sparse Representation (KSR) (as in (Zhang et al., 2012)) solves:

\[
\hat{\beta}_{\text{KSR}} = \arg \min_{\beta} \| R^T k(\cdot, \cdot) - R^T \lambda K \beta \|^2 + \lambda_{\text{KSR}} \| \beta \|_1 \tag{22}
\]

A Kernel Elastic Net (combining KRR and KSR) can be formulated as follows:

\[
\hat{\beta}_{\text{KEN}} = \arg \min_{\beta} \| R^T k(\cdot, \cdot) - R^T K \beta \|^2 + \lambda_1 \| \beta \|_1 + \lambda_2 \| \beta \|^2 \tag{23}
\]

Of course, we do not need to work directly with the high-dimensional kernel space mappings but use the kernel function \( k(\cdot, \cdot) \) instead, i.e. the explicit decomposition over training samples \( k(\cdot, \cdot) \). Moreover, when the number of training samples is large, we could also learn and apply a projection matrix \( R \) to reduce the dimensionality and the running time of the kernel extended regularized least squares formulations.

The Gram matrix \( K \) should be column-wise \( l_2 \)-normalized to match the assumptions of least squares models and the solvers employed for KSR and KEN.

6. Classification

6.1. Sparse Representation - based Classifier

The information used for classification starting from the least squares formulations usually is the set of residuals for each class \( c \) (Wright et al., 2009):

\[
r_c(y) = \| y - X_c \hat{\beta}_c \| \tag{24}
\]
where $\hat{\beta}_c$ are the coefficients and $X_i$ the samples for class $c$ in the full representation of $y$ as defined by the coefficients $\beta$ and the training samples $X$. The classification decision is then taken as:

$$\text{class}(y) = \arg \min_c r_c(y).$$  

(25)

The decision for the Sparse Representation-based Classifier (SRC) (Wright et al., 2009) is given by eq. (24) where $\hat{\beta} = \hat{\beta}_{SR}$. Another, faster, approach is to base the decision on the absolute values of the weights as in (Timofte and Van Gool, 2011):

$$w_c(y) = ||\hat{\beta}_c||, \text{class}(y) = \arg \max_c w_c$$  

(26)

6.2. Collaborative Representation-based Classifier

The Collaborative Representation-based Classifier with Regularized Least Squares (CRC), as introduced in (Zhang et al., 2011), uses eq. (4):

$$\hat{\beta}_{CR} = Py, P = (X^TX + \lambda_{CR}I)^{-1}X^T$$  

(27)

and the regularized residuals are calculated as:

$$r_c(y) = ||y - X_c\hat{\beta}_c||/||\hat{\beta}_c||$$  

(28)

The decision of CRC is made as in eq. (25). The projection matrix, $P$, is independent of the query $y$ and can be precomputed. This gives CRC a large computational advantage over SRC, which runs a query-dependent optimization.

The computation of $P$ can be troublesome if the number of data samples $(X)$ is much larger than the dimensionality of the data. It involves the computation of an inverse matrix of size equal to the number of training samples. One can then operate on the transposed data and compute the pseudoinverse (Penrose, 1955):

$$P = ((XX^T + \lambda_{CR}I)^{-1})X^T$$  

(29)

By adapting the computation of $P$ using eq. (27) or eq. (29) we permit CRC to scale well with either a very high dimensionality of the data or very large datasets.

6.3. Weighted Collaborative Representation Classifier

For our WCR-based Classifier (WCRC) we inherit the regularized residuals approach of CRC where:

$$P = (X^T\Omega_{WCR}^{-1}X + \lambda_{WCR}(\kappa_1I + \kappa_2\Gamma_{WCR}^T\Gamma_{WCR}))^{-1}X^T\Omega_{WCR}^{-1}$$  

(30)

One can use the procedure of FGLS to estimate $\Omega_{WCR}$, by fixing $\Gamma_{WCR}$. If we have sufficient data, a good estimate for $\Omega_{WCR}$ is provided by the variance in the training data. However, in our experiments, using the standard deviation instead of the variance provides better performance. We use the standard deviation for estimating the diagonal matrix $\Omega_{WCR}$ for all the experiments.

We estimate $\Gamma_{WCR}$ using the training data and cumulating the evidence per each sample for correct and incorrect classification participation. The weights correlate with the WCRC classifier decision.

Let $t_i$ be the label class of the $i$-th training sample/column $x_i$ of $X$. For each training sample $x_i$ we compute the corresponding $i$-th squared coefficients $\hat{\beta}_c^2(x_i)$ of the representations for all training samples $x_j$. The representations are calculated using eq. (30) where $\Gamma_{WCR} = \mathbf{I}$ and $\kappa_2 = 0$. For samples sharing the class $t_i$ of $x_i$ we cumulate these squared coefficients in $\theta_i^c$, otherwise in $\theta_i^c$:

$$\theta_i^c = \sum_{j=1}^m |t_j = t_i| \hat{\beta}_j^2(x_i), \theta_i = \sum_{j=1}^m |t_j \neq t_i\hat{\beta}_j^2(x_i)$$  

(31)

Then, the weights are set using:

$$\Gamma_{WCR} = \text{diag}(\frac{\theta_t^c}{\theta_t^c + \theta_i}, \kappa_1 = \kappa_2 = 0)$$  

(32)

The working parameters are reduced to a single one, $\lambda_{AWCR}$, by empirically setting $\kappa_1$ to the mean value of $X^T\Omega_{WCR}^{-1}X$, and $\kappa_2$ to 10 times this value, respectively.

Note that using the regularized residuals, eq. (28), instead of normal residuals, eq. (24), does not generally improve the W/CRC performance. When we work with discriminative data embeddings, usually the performance degrades. However, we use the regularized residuals for all our reported results.

6.4. Adaptive Weighted Collaborative Classifier

The weights can also be set adaptively, by using the locality assumption. That is, we assume, as (Waqs et al., 2013) does, that the farther the query is from a training sample the higher the penalty for using that sample in the representation ought to be. We call this classifier Adaptive WCR (AWCR) and we use the formulation of WCR, with $\Omega_{AWCR}$ estimated as for WCR and $\Gamma_{AWCR}$ adapted to the query sample $y$:

$$\Gamma_{AWCR}(y) = \text{diag}(||x_1 - y||, ||x_2 - y||, \ldots, ||x_m - y||)$$  

(33)

For AWCR the projection matrix depends on $y$:

$$P(y) = (X^T\Omega_{WCR}^{-1}X + \lambda_{AWCR}(\kappa_1I + \kappa_2\Gamma(y)^T\Gamma(y)))^{-1}X^T\Omega_{WCR}^{-1}$$  

(34)

where $\Omega = \Omega_{AWCR}$ and $\Gamma = \Gamma_{AWCR}$. Thus, AWCR loses the speed advantage of WCR where the projection matrix is independent of the query and can be precomputed. For AWCR, $\kappa_2$ is set to the mean value of $X^T\Omega_{AWCR}^{-1}X$ and $\kappa_1$ to 0.0001 this value, leaving us with a single regulatory parameter $\lambda_{AWCR}$, still to set.
6.5. Kernelized Collaborative Classifiers

The kernelized extensions for both WCR and AWCR are quite straightforward. For simplicity, we consider the importance of the feature channels to be uniform, i.e. $\Omega$ is set to the identity $I$. The solution is given in the kernelized space by:

$$\hat{\beta}_K = (K + \lambda_1 \kappa_1 I + \kappa_2 \Gamma K \Gamma)^{-1}K(:y)$$  \hspace{1cm} (35)

for a query $y$. The kernel we work with is the Gaussian kernel. The kernelized variants for CRC, WCRC, and AWCR are called KCRC, KWRCRC, and KAWCRC, respectively.

7. Experimental results

7.1. Benchmark setup

Datasets. We use the AR and PIE face datasets, the MNIST handwritten digit dataset and the GTSRB traffic sign dataset. For the AR dataset (Martinez and Benavente, 1998) we keep the same settings as in (Zhang et al., 2011; Wright et al., 2009). There are 100 individuals for a total of 700 training and 700 testing face images of $60 \times 43$ grayscale pixels. For the CMU PIE face dataset we use the subset from (Cai et al., 2007) with near frontal poses under different illuminations and expressions, up to 170 images per each of the 68 subjects. Furthermore, we randomly pick a partition with 700 training samples and 700 testing samples for our experiments. The MNIST handwritten digit dataset contains 70,000 handwritten digit images with a split for training and testing (LeCun et al., 1998). As in (Waqas et al., 2013), we randomly select 50 training images for each of the 10 digits from the training set and 70 from the testing set. Complementary experiments are conducted on the GTSRB traffic signs dataset (Stallkamp et al., 2011). We have 43 classes and use all the 39209 training and 12630 testing images. With the exception of AR images, all the other images were cropped and resized to $28 \times 28$ grayscale pixels.

Features. We work directly on grayscale pixel values, on eigenfaces (as in (Zhang et al., 2011)), and on low-dimensional projections. The projections are obtained using regularized Linear Discriminant Analysis (LDA) (Fisher, 1938), regularized Sparse Representation-based Linear Projections (SRLP) (Timofte and Van Gool, 2011), and regularized Iterative Nearest Neighbors (INN) Linear Projections (INNLP) (Timofte and Van Gool, 2012a). LDA maximizes the interclass variance while minimizing the intraclass variance. SRLP uses SR to let the projections capture important structural information in the data. INNLP uses the faster INN representation instead. The regularization parameter is set to 0.001 for all projection methods. For computing SR, in SRLP, we use the Feature Sign (Lee et al., 2006) solver with tolerance 0.04 and regularization parameter 0.01, if not mentioned otherwise. For INN, in INNLP, we set the regularization parameter to 0.05. All the features are $l_2$-normalized before and after projection.

Classifiers. Apart from the CR-based classifiers investigated here – CRC, WCRC, AWCR, KCRC, KWCRRC, and KAWCRC – we report results for the Nearest Neighbor (NN) classifier using the Euclidean distance, the Iterative Nearest Neighbors Classifier (INNC) (Timofte and Van Gool, 2012a) with $\lambda = 0.05$, the Sparse Representation-based Classifier (SRC) (Wright et al., 2009) with the Feature Sign (FeSg) solver (Lee et al., 2006) or the L1LS solver (Kim et al., 2007), and the standard Linear Support Vector Machines (LSVM) classifier. Most of the parameters were 4-fold cross-validated using 300 randomly picked training samples. For each parameter we considered up to 10 choices well spread over the range of values. For example, for the CRC and the SRC variants we considered $\lambda \in \{10^{-4}, 10^{-3}, \ldots, 10^{-1}, 0.2, 0.5, 1, 5, 10\}$, and picked the one with the highest average classification rate for 10, 54, 99, and 300-dimensional features. In the experiments we fix the parameter for each classifier and dataset to the same value regardless the dimensionality.
of the features. We use the Gaussian kernel and empirically set $\tau = 0.2$ for the KCRC experiments and $\tau = 1$ for KSRC, respectively.

7.2. $l_1$, $l_2$ and data dimensionality

At the beginning, we investigate the role of $l_1$ and $l_2$ regularization in relation to the dimensionality of the data and the regulatory parameter. In Figure 2 we chose to depict the results in two important working regimes: low and high (relative to the features and projections) dimensional embeddings. Here we pick a low, 20-dimensional LDA embedding and a higher, 70-dimensional one. The classification rates are expressed as a function of the regulatory parameter for all the considered classifiers, i.e. $\lambda_{WCRC}$ is the parameter of WCRC. The Nearest Neighbor (NN) classifier does not have a corresponding regulatory parameter.

For high-dimensional data the $l_2$ regularization works very well, while the $l_1$ regularization is much more effective in the case of low-dimensional data. By weighting samples and/or channels/dimensions usually we improve the results over those of the initial formulations corresponding to uniform weights.

For assessing the importance of weighting channels or weighting samples individually or combined we use AR with grayscale value features and different dimensionality of the feature data. The results are depicted by Figure 1. The combined weighting is effective for low dimensions where sample weighting (when $\Omega_{WCR} = I$) dominates. For higher dimensions the channel weighting (when $k_2 = 0$) helps more, but the improvement is small. WCRC achieves 95.6%, ~2% better than the best CRC results.

Our WCRC result on AR compares to the one recently reported by (Yang et al., 2012) for the Relaxed Collaborative Representation (RCR) Classifier (RCRC), 95.6%-WCRC vs. 95.9%-RCRC. RCRC approach groups the features (corresponding to blocks in the original images) and per each such group considers a different weighting scheme and its corresponding coding for an input query. The weighted solution for RCR is obtained through numeric iterations, while, in our case, WCR still has a direct algebraic solution. Under the same conditions, using Matlab scripts and tested on the AR dataset, with samples of $60 \times 43$ grayscale pixel values, our WCRC is more than 2.5 times faster than RCRC. We used the scripts provided by the authors.

7.3. Classification

The classification performance of the least squares based classifiers was tested on AR, MNIST, PIE, and GTSRB for different types of projections.

The AR results are in Table 1. WCRC consistently improves over CRC for low dimensional eigenfaces or projections ($<99$), while for the higher dimensionalities the CRC and WCRC are on par. Regardless the features, for the lowest dimensionalities ($<30$), the best classifiers are INNC and AWCRC, both relying strongly on the distance to the query information. In the medium range ($\geq 30$ and $<99$) AWCRC and SRC are the best performers. For the higher dimensions ($\geq 99$) we do not have clear winners – CRC, WCRC, AWCRC, and SRC exhibit similar performance. Moreover, LSVM joins the group for discriminant projections. Using the kernel trick can further improve the performance especially for the low dimensionalities but at the expense of increased running times.

For GTSRB (see Table 2), we have a larger pool of training samples and WCRC comes out ahead of CRC. However, both methods are below the top SRC(FeSg) and INNC classifiers with the exception of when we use high-dimensional eigenfaces. GTSRB is 2 orders of magnitude larger than AR in terms of number of samples and combined with the relatively low-dimensional embeddings of the LDA, SRLP, and INNLP projections, seems to not accommodate W/CRC well.

If we contrast the results from AR and GTSRB, we see the importance of the sparsity (imposed by $l_1$-regularization in SRC or directly by weights in INNC). Enforcing sparsity helps in obtaining meaningful least squares decompositions at class level from large pools of data (GTSRB), while for smaller pools, $l_2$ seems sufficient.

Overall, the results on PIE match the ones obtained on AR (see Table 4). The relative performance of the classifiers is the same. This does not come as a surprise since both deal with faces with a balanced and similar number of classes/individuals (68 in PIE vs. 100 in AR).

For the MNIST handwritten digit dataset, we have a large gap between the results obtained with SRLP projected features and the ones using eigenfaces. Our results with eigenfaces are significantly better than the ones reported by (Waqa et al., 2013). We suspect that the main difference is due to the fact that we use the eigenfaces as in the Matlab code of (Zhang et al., 2011). We do not $l_2$-normalize the grayscale values prior to computing the eigenfaces and the mean face is not subtracted prior to the application of the eigenface projective matrix.

WCRC generally outperforms or is on par with the original CRC formulation in all our experiments. From the top classifiers, WCRC (and CRC) admits an algebraic solution and is faster than the SRC variants, but slower than NN and INNC, see Tables 1, 2 and 5.
Figure 2: Classification rate and running time versus regulatory parameter on AR in the low and high dimensional regime using LDA projections.
7.4. Complexity and Running time

Speed can be a critical factor in practice. We report some of the recognition rates and the average running times per query in Table 5 for AR with 300-dimensional eigenfaces and GTSRB with 42-dimensional LDA embeddings. We employ Matlab scripts and we use the same system with Intel Core i7 CPU 860 @ 2.80GHz, 8 GBytes RAM, and Fedora for our experiments. For each setting, we run 10 times on the randomized test dataset and take the average running time corresponding to a single query sample. The influence on running time of the data dimensionality and regulatory parameter is revealed also in Figure 2. WCRC and CRC are very fast, orders of magnitude faster than the SRC formulation. The improvement obtained using the AWCRC formulation and/or the kernel trick more than doubles the running time of the classifier. Moreover, INNC (Timofte and Van Gool, 2012a) is faster than both CRC and WCRC but performs poorer for high-dimensional data.

Our empirical running time experiments match the time complexity of the methods. We consider $m$ samples with $n$-dimensional representations. The time complexity for W/CRC in test is $O(mn)$, while the time complexity of AWCR is dominated by solving eq. (34), which involves computation of an inverse for an $m \times m$ matrix, thus, at least $O(n^3)$. The time complexity for INNC is $O(kmn)$, where $k$ is the number of iterations. The hidden constants and terms in the time complexity of W/CRC are bigger than those of INNC. In practice, for $k$ reasonably small, INNC proves to be the faster method (see Table 5, INNC has $\lambda = 0.05, k = 62$ for AR and $\lambda = 0.3, k = 12$ for GTSRB). In comparison, SRC requires optimization. The Feature Sign solver (Lee et al., 2006) is efficient, but its computational burden is higher than the one of the W/CRC or INNC methods.

7.5. Adaptive, weighted, and/or kernelized?

The weighted variant (WCRC) can improve the results over those of the original CRC formulation, as expected since it includes either discriminant or correlation information extracted from the training samples. The weighting better fits the classification task.

The adaptive weighting (AWCRC) is found to help accuracy-wise especially for the low-dimensional spaces where the extra adaptive information (distance to the sample in our case) helps to obtain more discriminative representations. If NN is better than CRC or WCRC, then it is likely that using the distance to the query in the AWCR formulation will boost the performance to at least the level of NN. However, in our experiments we found little or no improvement whenever we used the adaptive scheme estimation for the channel weights (the $\Omega$ weights). The biggest drawback of the query adaptive approaches is the computational overhead. They do not allow for the prior computation of a projective matrix as in the query-independent case.

As already proved for SVMs, using kernels usually offers advantages especially for low-dimensional original spaces and for non-adaptive kernelized variants (KCRC and KWCR). Using the kernel trick comes at a price – the computation time is more than double that of the original formulations, in our settings.

While in our experiments we fixed a couple of weighting strategies and settings for the sake of a clean exposition, one can easily imagine other such settings tailored to particular applications. Combining different weighting strategies is also possible, as well as the fine-tuning of the parameters.

In future work, we plan to devise methods to learn the (optimal) weights for the classification task at hand.
8. Conclusions

In this paper we reviewed current least squares-based representations and investigated the impact of adding weights and kernelization. We focused on the Weighted Collaborative Representation (WCR), spelling out strong points as well weaknesses for image classification as part of WCR-based Classifiers (WCRC). WCR shares the simplicity and the effectiveness of the original CR formulation. The weights for WCR are computed offline and it still has an algebraic solution.

For validation we used face, digit, and traffic sign datasets. Out of these experimental results and keeping in mind a good speed-performance tradeoff the following picture emerges: for the lowest dimensions one can best use INNC, for somewhat higher dimensions SRC (Feature Sign) is the best performer, then to be replaced for high dimensions by WCRC as the method of choice.

The adaptive weighting to the query (AWCRC) generally improves over the weighting independent of the query (WCRC), but heavily affects the running time.

Using the kernel trick significant improvements can be achieved over the flat formulations, especially for low dimensional embeddings and, again, at the expense of increased computation.
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