Abstract—Color demosaicing is a key image processing step aiming to reconstruct the missing pixels from a recorded raw image. On the one hand, numerous interpolation methods focusing on spatial-spectral correlations have been proved very efficient, whereas they yield a poor image quality and strong visible artifacts. On the other hand, optimization strategies such as learned simultaneous sparse coding (LSSC) and sparsity and adaptive PCA (SAPCA) based algorithms were shown to greatly improve image quality compared to that delivered by interpolation methods, but unfortunately are computationally heavy. In this paper we propose ‘efficient regression priors (ERP)’ as a novel, fast post-processing algorithm that learns the regression priors offline from training data. We also propose an independent efficient demosaicing algorithm based on directional difference regression (DDR), and introduce its enhanced version based on fused regression (FR). We achieve an image quality comparable to that of state-of-the-art methods for three benchmarks, while being order(s) of magnitude faster.
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I. INTRODUCTION

FOR reasons of cost, most digital cameras are based on a single image sensor equipped with a color filter array (CFA). The Bayer pattern filter [1], as shown in Fig. 1, is the most frequently used CFA. Other patterns are discussed in [2].

The study of demosaicing algorithms for the Bayer pattern, aiming at recovering the missing color bands at each pixel, has a long history (see [3], [4]). We can broadly fit them into two categories: interpolation- and optimization-based methods.

Initially, interpolation-based methods were developed. Among those, nearest neighbor, bilinear or bicubic methods are the simplest as they interpolate within the R, G, and B channels independently. Later on, researchers started to exploit the spatial-spectral correlations that exist between the RGB channels.

HQL. Malvar et al. [5] introduce high-quality linear interpolation (HQL). HQL is a gradient-corrected bilinear interpolation method, with a gain parameter to weight the gradient correction term. In other words, Malvar et al. first apply bilinear interpolation to compute lost G values at R/B locations, then correct them by using the spatial gradients of R/B. A similar strategy is applied for the interpolation of the missing R/B values.

DLMMSE. Zhang and Wu [6] develop the directional linear minimum mean-square error estimation (DLMMSE) technique. DLMMSE builds on the assumption that differentiating G and R/B channels amounts to low-pass filtering, given their strong correlation. The results are typically referred to as ‘primary difference signals’ or ‘PDS’. In particular, DLMMSE adaptively estimates the missing G values in both horizontal and vertical directions, and then optimally fuses them. Finally, the R/B channels are computed, guided by the reconstructed G channel and the PDS.

LPAICI. Paliy et al. [7] propose spatially adaptive color filter array interpolation. They employ local polynomial approximation (LPA) (Katkovnik et al. [8]) and the paradigm of intersection of confidence intervals (ICI) (Katkovnik et al. [9]). ICI serves to determine the scales of LPA. LPAICI aims to filter the directional differences obtained by the Hamilton and Adam algorithm [10].

PCSD. Wu and Zhang [11] present a primary-consistent soft-decision method (PCSD). PCSD computes several estimations of the RGB channels via primary-consistent interpolation under different assumptions on edge and texture directions. Here, the primary-consistent interpolation indicates that all three primary components of a color are interpolated in the same direction. The final step is to test the assumptions and select

Fig. 1: Scheme of demosaicing.

Fig. 2: Our proposed methods (DDR, FR and ERP) provide the best average demosaicing quality with low time complexity, on the IMAX dataset. Details are given in Section V.
GBTF & MSG. Pekkucuksen and Altunbasak propose the gradient-based threshold-free (GBTF) method [12] and an improved version, the multiscale gradients-based (MSG) [13] color filter array interpolation. GBTF addresses certain limitations of DLMMSSE by introducing gradients of color differences to compute weights for the west, east, north and south directions. MSG further applies multiscale color gradients to adaptively combine color estimates from different directions.

MLRI. Incorporating the idea from GBTF, Kiku et al. [14] propose minimized-Laplacian residue interpolation (MLRI). They estimate the tentative pixel values by minimizing the Laplacian energies of the residuals.

AVSC. Zhang et al. [15] propose a robust color demosaicing method with adaptation to varying spectral correlations (AVSC). AVSC is a hybrid approach which combines an existing color demosaicing algorithm such as DLMMSSE [6] with an adaptive intraband interpolation.

LDINAT. Zhang et al. [16] derive a color demosaicing method by local directional interpolation and nonlocal adaptive thresholding (LDINAT) and exploit the non-local image redundancy by local directional interpolation and nonlocal adaptive thresholding.

AP. For optimization, Gunturk et al. [17] iteratively exploit inter-channel correlation in an alternating-projections scheme (AP). After initial estimation, intermediate results are projected onto two constraint sets, which are determined by the observed data and prior information on spectral correlation.

AHD. Hirakawa et al. [18] propose an adaptive homogeneity-directed demosaicing algorithm (AHD). AHD employs metric neighborhood modeling and filter bank interpolation in order to determine the interpolation direction and cancel aliasing, followed by artifact reduction iterations.

LSSC. Mairal et al. [19] derive a learned simultaneous sparse coding method (LSSC) for both denoising and demosaicing. Essentially, they unify two steps – dictionary learning adapted to sparse signal description and exploiting the self-similarities of images into LSSC.

SAPCA. Last but not least, Gao et al. [20] propose the sparsity and adaptive principal component analysis (PCA) based algorithm (SAPCA) by solving a minimization problem, i.e., by minimizing an $l_1$ function that contains sparsity and PCA terms.

We observe that most methods do not perform consistently on the IMAX and Kodak datasets (see Fig. 7), which are the two most commonly used datasets for testing demosaicing algorithms. When they perform well on Kodak, they tend to be less convincing on IMAX. Of course, part of the reason is that the study of Kodak has a longer history than that of IMAX, and the images in IMAX seem to be more challenging to reconstruct. LSSC and SAPCA report the best performances on the Kodak dataset and SAPCA substantially outperforms all other methods on the IMAX dataset. Yet, both methods come with a high computational cost.

In this paper, we propose an efficient post-processing step that can be combined with all aforementioned demosaicing methods, and boost their performance. Of particular interest is its combination with the fastest ones, as this leads to state-of-the-art performance at high speed. On top of that, we also propose modifications that go beyond sheer post-processing and that further improve the results.

Our post-processing step is coined ‘efficient regression priors method’ (ERP). For a given demosaicing method, ERP learns offline linear regressors for the residuals between demosaiced training images and the ground truth, and then applies them to the output of the demosaicing method at runtime. ERP is inspired by the adjusted anchored neighborhood regression (A+) [21]. A+, a state-of-the-art method in image super-resolution. Farsiu et al. [23] were among the first to observe the connection between super-resolution and demosaicing. ERP as shear post-processing step has already been introduced in our previous paper [24]. Here we add two further refined versions for fast demosaicing, one based on directional difference regression (DDR) and the other on fused regression (FR). DDR and FR integrate MLRI and ERP beyond simply post-processing the demosaiced images. Motivated by MLRI, we fully explore the correlation between channels by training directional differences. As a result, our methods reduce the color artifacts and achieve state-of-the-art performance comparable to those of LSSC/SAPCA, but at running times that are order(s) of magnitude lower (see Fig. 2).

Our paper is organized as follows. Section II briefly reviews MLRI and A+, as both underly our methods. Section III introduces our proposed post-processing method - ERP. Section IV further introduces our novel demosaicing methods DDR and FR. In section V, we discuss the choices of parameters and the experimental results. Finally, we conclude the paper in section VI.

II. REVIEW OF MLRI AND A+

This section briefly reviews the two major sources of inspiration for our proposed methods: the MLRI demosaicing method [14] and the A+ super-resolution method [21].

A. Minimized-Laplacian Residue Interpolation (MLRI)

The MLRI method of Kiku et al. [14] is mainly motivated by the GBTF method of Pekkucuksen et al. [12]. MLRI includes two stages (see Fig. 3). Let $G_{x,y}$ and $R_{x,y}$ denote the raw values at position $(x,y)$ for the green and red channels, resp.:  

**First stage.** MLRI estimates the missing G values at locations with R information as well as the R values at locations with G information through linear interpolation. Assuming the raw value $G_{i,j}$ or $R_{i,j}$ is missing then we have,  

$$G_{i,j}^H = (G_{i,j-1} + G_{i,j+1})/2, \quad R_{i,j}^H = (R_{i,j-1} + R_{i,j+1})/2.$$  

(1)

Next, after computing the horizontal Laplacian of tentative R and G estimations by the 1D-filter  

$$F_{1D} = [-1 \quad 0 \quad 2 \quad 0 \quad -1],$$  

(2)

$^1$Here we only discuss the estimation of the G values at R position in the horizontal direction, G values at B are handled similarly.
MLRI uses a modified version of guided image filters (GIF) [25] to obtain intermediate G values, meaning that the $F_{1D}R^H$ is treated as the guided Laplacian for $F_{1D}G^H$, so that the dilation coefficient $a_{i,j}$ is obtained,

$$a_{i,j} = \frac{1}{|\omega|} \sum_{(m,n) \in \omega_{i,j}} (F_{1D}F_{m,n}^H)(F_{1D}G_{m,n}^H),$$

where $\omega_{i,j}$ is a local image patch centered at pixel $(i,j)$, $|\omega|$ is the number of pixels in $\omega_{i,j}$, $\sigma^2_{i,j}$ is the variance of $F_{1D}R^H$ in $\omega_{i,j}$, $\epsilon$ is a regularization parameter.

The translation coefficient $b_{i,j}$ is obtained as follows,

$$b_{i,j} = \frac{1}{|\omega|} \sum_{(k,l) \in \omega_{i,j}} (a_{k,l}R_{i,j} + b_{k,l}).$$

Under the assumption that the residues vary linearly in a small area, the smoothed residues $\Delta^H_g$ are estimated by linear interpolation

$$ \Delta^H_g(i,j) = (G_{i,j-1} - \hat{G}^H_{i,j-1})/2 + (G_{i,j+1} - \hat{G}^H_{i,j+1})/2. $$

Correspondingly, the horizontally enhanced G values at the R locations are acquired by adding the tentative values $\hat{G}^H$ and the interpolated residuals $\Delta^H_g$. To get other enhanced R, B values at different positions MLRI applies the same modified GIF.

**Second stage.** It starts with computing the tentative horizontal/vertical (h/v) color differences (G-R, G-B) $\Delta^H_{g,r/b}$

$$\Delta^H_{g,r/b}(i,j) = \begin{cases} 
\hat{G}^H_{i,j} - R_{i,j}, & \text{G is interpolated at R,} \\
\hat{G}^H_{i,j} - B_{i,j}, & \text{G is interpolated at B,} \\
G_{i,j} - \hat{R}^H_{i,j}, & \text{R is interpolated,} \\
G_{i,j} - \hat{B}^H_{i,j}, & \text{B is interpolated,} 
\end{cases}$$

where $\hat{G}^H_{i,j}$, $\hat{R}^H_{i,j}$, and $\hat{B}^H_{i,j}$ are the above enhanced horizontal/vertical values. Then the color differences $\Delta^H_{g,r/b}$ are weighted and improved as

$$\Delta^H_{g,r/b}(i,j) = \omega_g F_G \Delta^H_{g,r/b}(i : i+4, j) + \omega_R F_R \Delta^H_{g,r/b}(i : i + 4, j) + \omega_B F_B \Delta^H_{g,r/b}(i : i + 4, j) + \omega_C F_C \Delta^H_{g,r/b}(i : i + 4, j) + \omega_T F_T \Delta^H_{g,r/b}(i : i + 4, j).$$

where $F_G$ is the Gaussian weighted averaging filter

$$F_G = \begin{bmatrix} 0.56 & 0.35 & 0.08 & 0.01 & 0 \end{bmatrix},$$

$\omega_{n,s,e,w}$ are computed by color difference gradients and $\omega_t$ is the sum of $\omega_{n,s,e,w}$. Eventually, G values at R locations are obtained by

$$ \hat{G}_{i,j} = R_{i,j} + \Delta^H_{g,r/b}(i,j).$$

A similar derivation holds for the G values at B locations.

As to the R channel, MLRI computes the Laplacian of R and G values with the 2D-filter

$$F_{2D} = \begin{bmatrix} 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 4 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \end{bmatrix}. $$

Again, the modified GIF is applied. The R channel is guided by $\hat{G}_{i,j}$ values. In the end, the output R values are enhanced by smoothing the residues as Eq. (6) indicates. The B channel goes through exactly the same process.

**B. Adjusted Anchored Neighborhood Regression (A+)**

A+ proposed by Timofte et al. [21] derives from and greatly enhances the performance of Anchored Neighborhood Regression (ANR) [26] for image super-resolution tasks. The algorithm contains two important stages:

**Offline Stage.** A+ uses Zeyde et al.‘s algorithm [27] as a starting point, which trains a sparse dictionary from millions of low resolution (LR) patches collected from 91 training images [28]. To begin with, the LR images in the YCbCr color space are scaled up to the size of output high-resolution (HR) images by bicubic interpolation. In the next step, the upscaled LR image $y_i$ is filtered by the first- and second-order gradients, and features $\{p_i\}_k$ corresponding to LR patches of size $3 \times 3$ are collected accordingly. A+ projects them onto a low-dimensional subspace by PCA, discarding 0.1% of the energy. When it comes to the training, K-SVD [29], an iterative method that alternates between sparse coding of the examples and updating the dictionary atoms, is applied to solve the following optimization problem

$$D_t \{q^k\} = \arg \min_{D_t \{q^k\}} \sum_k \| p^k_i - D_t q^k \|^2 \text{ s.t. } \| q^k \|_0 \leq L \forall k.$$
where \( \{p^k_l\}_k \) are the training LR feature vectors, \( d^k_l \) are the coefficient vectors and \( D_l \) is the LR training dictionary. The training process of A+ goes through 20 iterations of the K-SVD algorithm, with 1024 atoms in the dictionary, and allocating \( L = 3 \) atoms per coefficient vector.

Instead of optimizing the reconstruction of high resolution (HR) patches at runtime, A+ uses offline trained anchored regressors to directly obtain them. More specifically, A+ uses the atoms of the trained dictionary \( D_l \) as anchors for the surrounding neighbourhood and the corresponding LR to HR patch regressor. A+ collects 5 million pairs of corresponding LR features and HR patches from a scaled pyramid of the 91 training images. For each anchor point (LR atom), A+ retrieves the nearest \( n = 2048 \) training samples. Due to the \( l_2 \)-norm used in Eq. (12) the distance between the atom and its neighbor is also Euclidean, and all of the 5 million candidates are normalized by the \( l_2 \)-norm. Then for an arbitrary input LR feature \( y \), A+ solves

\[
\min \left( \|y - S_{l,y} \delta \|^2 + \lambda \|\delta\|^2 \right),
\]

where \( S_{l,y} \) is the matrix of 2048 nearest neighbors anchored to the atom \( d_y \) and \( \lambda \) is set to be 0.1. ‘Nearest’ is measured by correlation. The algebraic solution of Eq. (13) is

\[
\delta = P_{l,y} y, \quad P_{l,y} = (S_{l,y}^T S_{l,y} + \lambda I)^{-1} S_{l,y}^T,
\]

where I is the unit matrix. As to the HR training images, the first thing is to remove the low frequencies by subtracting the upscaled corresponding LR image. Then, A+ collects 5 million \( 3 \times 3 \) such HR patches corresponding each to LR patches. The HR patch values are further normalized by the corresponding \( l_2 \)-norm of LR patch features. The anchored regressor \( P_y \) corresponding to the atom \( d_y \) is precomputed offline

\[
P_y = S_{h,y} P_{l,y} = S_{h,y} (S_{l,y}^T S_{l,y} + \lambda I)^{-1} S_{l,y}^T,
\]

where \( S_{h,y} \) contains 2048 HR patches corresponding to LR features in \( S_{l,y} \).

**Online Stage.** During this stage, the testing LR image is (as done in the offline stage) firstly scaled up to the target size by bicubic interpolation and the first- and second-order horizontal and vertical finite differences are calculated. After extracting the LR patch features (PCA projected), A+ searches the atom \( d_j \) in \( D_l \) with the highest correlation to each input LR feature \( y_j \), and the residual HR patch \( x_j \) without low frequencies is obtained by multiplication of the regressor \( P_j \) anchored to \( d_j \) with \( y_j \)

\[
x_j = P_j y_j.
\]

Subsequently the low frequencies are added. The HR patches are combined by averaging in the overlapping area to complete the output HR image.

**III. EFFICIENT REGRESSION PRIORS (ERP)**

Our ERP method is inspired by the A+ method introduced for image super-resolution. As a post-processing step, ERP has two major strengths. Firstly, it is capable of improving the results of many demosaicing methods. Especially MLRI+ERP combines low time complexity and good performance. Secondly, ERP trains offline a dictionary and regressors and, thus, allows for low computational times during testing. In the following we describe how ERP (see Fig. 4) is derived and used for the post-processing of demosaiced images. ERP goes through two stages just as A+ does.

**Offline stage.** ERP is trained using 100 high quality images collected from Internet for post-processing the results of many demosaicing methods. Especially MLRI+ERP combines low time complexity and good performance. Secondly, ERP trains offline a dictionary and regressors and, thus, allows for low computational times during testing. In the following we describe how ERP (see Fig. 4) is derived and used for the post-processing of demosaiced images. ERP goes through two stages just as A+ does.

**Online Stage.** During this stage, the testing LR image is (as done in the offline stage) firstly scaled up to the target size by bicubic interpolation and the first- and second-order horizontal and vertical finite differences are calculated. After extracting the LR patch features (PCA projected), A+ searches the atom \( d_j \) in \( D_l \) with the highest correlation to each input LR feature \( y_j \), and the residual HR patch \( x_j \) without low frequencies is obtained by multiplication of the regressor \( P_j \) anchored to \( d_j \) with \( y_j \)

\[
x_j = P_j y_j.
\]

Subsequently the low frequencies are added. The HR patches are combined by averaging in the overlapping area to complete the output HR image.
by three features at the same position of the RGB channels. This process is called CPCA step in Fig. 4.

Later, ERP applies the K-SVD [29] method as in [21], [26]. [27] to train an LR dictionary \( \mathbf{W}_l \) with 4096 atoms:

\[
\mathbf{W}_l = \text{argmin}_{\mathbf{W}_l, \{c_k^p\}_k} \sum_{i,k} \| v_i^k - \mathbf{W}_l c_k^p \|^2 \text{ s.t. } \| c_k^p \|_0 \leq N \forall k, \tag{18}
\]

where \( \{c_k^p\}_k \) is the set of coefficient vectors. The training process goes through 20 iterations of the K-SVD algorithm, allocating \( N = 3 \) atoms per coefficient vector. Here, the choice of 3 atoms and 20 iterations is based on A+, which shows good performances on the super-resolution task.

Assuming that the atoms are sparsely embedded in a manifold, it is natural to use input vectors \( \{v_i^k\}_k \) for densely sampling the manifold. Moreover, not only the input vectors \( \{v_i^k\}_k \) but also the LR vectors collected from the scaled pyramids of the LR training images can serve to better approximate the manifold. Here, the overall size scaling factors of the pyramids layers are of the form 0.98\(^p\) with levels \( p = 0, \ldots, 11 \). Thus, ERP selects 2048 nearest neighbors anchored to an atom from 5 million region/vector candidates, all of which are normalized by the l2-norm. ‘Nearest’ is measured by correlation. In the following step, ERP computes \( \{Q_{l,i}\}_{i=1,...,4096} \)

\[
Q_{l,i} = (N_{l,i}^T N_{l,i} + \lambda I)^{-1} N_{l,i}^T h, \tag{19}
\]

where \( N_{l,i} \) is the matrix of 2048 nearest neighbors anchored to the atom \( w_i \) and \( \lambda \) is set to be 0.1. As to the ground truth images, the first thing needed is to remove the low frequencies by subtracting the demosaiced LR image. Then, ERP collects 5 million high resolution (HR) patches without low frequencies corresponding to the previously collected LR candidate vectors. The HR candidates are further normalized by the corresponding l2-norm of the LR candidates. Finally, the anchored regressor \( Q_i \) corresponding to the atom \( w_i \) is precomputed offline

\[
Q_{i} = N_{h,i} Q_{l,i} = N_{h,i} (N_{l,i}^T N_{l,i} + \lambda I)^{-1} N_{l,i}^T h, \tag{20}
\]

where \( N_{h,i} \) contains 2048 HR patches corresponding to 2048 nearest neighbors in \( N_{l,i} \).

**Online stage.** The same demosaicing method is applied first at test time. Among the studied demosaicing methods, we consider MLRI to be the best match for ERP because of its low time complexity and good performance. MLRI can be used to independently interpolate RGB channels before applying ERP (see Fig. 4), or interpolate the G channel first, then guide the RB channels with the ERP updated G channel. No matter what the case may be, ERP searches the nearest neighbor atom \( w_j \) in \( \mathbf{W}_l \) for a vector \( v_j \) of the input image with highest correlation; the output patch \( y_j \) is computed by multiplying regressor \( Q_j \) anchored to \( w_j \) and \( v_j \), which is indicated by the brown arrow concentrating with the black arrow in Fig. 4.

\[
y_j = Q_j v_j = N_{h,j} Q_{l,j} v_j, \tag{21}
\]

where \( Q_{l,j} v_j \) is the algebraic solution of

\[
\min \{ \| v_j - N_{l,j} x \|^2 + \lambda \| x \|^2 \}. \tag{22}
\]

After adding \( y_j \) to the low frequencies (the input demosaiced image) as well as averaging the overlapping area, the small patches are integrated into a complete output image.

### IV. Directional Difference Regression (DDR) and Fused regression (FR)

In this section, we make a couple of observations on the MLRI and ERP methods and introduce our proposed independent demosaicing methods, DDR and FR.

#### A. Observations

MLRI computes the enhanced h/v differences (G-R, G-B) with the modified guided image filter and residual interpolation, which leads to a rather inaccurate estimation. To improve the h/v differences we follow the idea of regressor training. As described previously, ERP maps LR features into HR patches without low frequencies. We implement a similar idea and map inaccurate color differences into accurate color differences without low frequencies by offline trained regressors. MLRI also uses the Laplacian filtered G channel to guide the reconstruction of the R/B channels. The set of first and second-order finite differences highlight edge and blob-like profiles in the intensity patterns. Therefore we use them both in our methods.

**ERP** as an enhancement step can be applied to different demosaicing methods. This said, its performance depends on that choice. If we use bilinear interpolation as the starting point, the final performance is less impressive than that of ERP starting from a state-of-the-art method. This brings the question whether we can improve beyond the combination of ERP with any of the demosaicing methods that we described in the introduction. In what follows, we present two novel methods, both making use of ERP, but also improving on the initial demosaicing.

#### B. Directional Difference Regression (DDR)

Our proposed DDR method has three steps (see Fig. 5). Due to space constraints, we discuss the horizontal case of three channels. Let \( R_{x,y}, G_{x,y}, B_{x,y} \) to be the raw input image values at position \((x, y)\):

(i) Without relying on sophisticated methods as the starting point, assume raw values \( R_{i,j}, G_{i,j}, B_{i,j} \) are missing, based on Eq. (1) we use the simplest linear interpolation to obtain the tentative values \( \bar{R}_{i,j}, \bar{G}_{i,j}, \bar{B}_{i,j} \) horizontally. Then the tentative horizontal color differences (G-R, G-B) \( \Delta_{hr/b}^{g} \) are computed as

\[
\Delta_{hr/b}^{g}(i,j) = \begin{cases} 
G_{i,j} - R_{i,j} & \text{G is interpolated at R,} \\
G_{i,j} - B_{i,j} & \text{G is interpolated at B,} \\
G_{i,j} - B_{i,j} & \text{B is interpolated,} \\
G_{i,j} - \bar{R}_{i,j} & \text{R is interpolated.} 
\end{cases}
\tag{23}
\]

In the CPCA step (see Fig. 5), instead of applying gradient filters of h/v directions as ERP, we filter \( \Delta_{hr/b}^{g} \) by horizontal \( F_{3h}, F_{2h} \) (Eq. (17)), collect \( 3 \times 3 \) regions at the same position of filtered \( \Delta_{hr/b}^{g} \) and concatenate them to one vector (horizontal feature) respectively, along with PCA reduction.

The training images go through the same process, and we use the K-SVD method to iteratively compute the LR color (region) difference dictionary with 4096 atoms. Furthermore, we collect 5 million LR (region) differences from the scaled
pyramids of LR training images, selecting 2048 LR differences most correlated to an atom as anchored neighbors. Correspondingly, we collect 5 million HR differences without low frequencies. Then, we compute the directional difference regressor \( P_d \) anchored to an atom \( d \)

\[
P_d = S_{h,d}(S^T_{i,d}S_{i,d} + \lambda I)^{-1}S^T_{i,d},
\]

where \( S_{h,d} \) is the matrix of 2048 HR differences corresponding to LR differences in \( S_{i,d} \) and \( \lambda = 0.1 \). Finally, a tentative color difference in the image is improved by offline computed regressors as follows

\[
y_{h,j} = \lambda_1 P_j y_{l,i,j},
\]

where \( P_j \) is the regressor anchored to the atom with highest correlation to the LR difference \( y_{l,i,j} \) and \( \lambda_1 \) is the regressor correction parameter. By adding HR differences to the channel-shared low frequencies, we have the enhanced color differences \( \Delta g_{r/b}^h \).

(iii) Now we come to the stage of color difference updating. Based on MLRI, we compute the weights \( w_{n,s,e,w} \) and the sum of the weights \( w = w_n + w_s + w_e + w_w \), where

\[
w_e = 1/(\sum_{a-i-1}^{i+1} \sum_{b=j}^{j+2} D_{a,b}^H)^2, \quad w_w = 1/(\sum_{a-i-1}^{i+1} \sum_{b=j-2}^{j} D_{a,b}^H)^2,
\]

\[
w_s = 1/(\sum_{a-i-1}^{i+1} \sum_{b=j}^{j+1} D_{a,b}^V)^2, \quad w_n = 1/(\sum_{a-i-1}^{i+2} \sum_{b=j-1}^{j+1} D_{a,b}^V)^2,
\]

(26)

Finally, the color difference is updated as follows

\[
\Delta_{g_{r/b}}(i, j) = \{ w_n F_k \ast \Delta g_{r/b}(i - k + 1 : i, j) + w_n F_k \ast \Delta g_{r/b}(i : i + k - 1, j) + w_v \Delta g_{r/b}(i, j + k : j + k - 1) \},
\]

(29)

where \( \Delta g_{r/b}^V \) is the vertical enhanced color difference. By adding the ground truth R/B values and \( \Delta g_{r/b} \), we obtain the updated G values.

(ii) When it comes to the R channel, we apply the Laplacian filter (Eq. (11)) to obtain the tentative R values \( R^T \), as well as the horizontal and vertical first-order difference filters \( F_h, F_v \).

\[
F_h = [-1 \quad 0 \quad 0 \quad 1] = F_v^T,
\]

(30)

and get the h/v R values \( R^2 \) and \( R^3 \). The above processes yield residues for the raw values of the R channel. For \( k = 1, 2, 3 \) consider

\[
\epsilon_k(i, j) = \begin{cases} \frac{R_{i,j} - R^k_{i,j}}{R_{i,j}} & R_{i,j} \text{ is the raw value}, \\ 0 & \text{others}. \end{cases}
\]

(31)

After using the bilinear filter

\[
F_b = \begin{bmatrix} 0.25 & 0.5 & 0.25 \\ 0.25 & 0.5 & 0.25 \end{bmatrix},
\]

(32)

we have the enhanced estimations of R values

\[
\hat{R}^k = \lambda_2 F_b \ast \epsilon_k + R^k, \quad \text{for } k = 1, 2, 3,
\]

(33)

where \( \lambda_2 \) is the residue correction parameter. Thus, we have the Laplacian updated R value \( \hat{R}^1 \). With the help of the previous weights \( w_{n,s,e,w} \), we obtain the gradient updated color difference for \( \hat{R}^2 \) and \( \hat{R}^3 \)

\[
\Delta_r(i, j) = \{ w_n \Delta r(i - 1, j) + w_v \Delta r(i + 1, j) + w_v \Delta r(i, j + 1) \}/w_t,
\]

(34)

where

\[
\Delta_r(i, j) = G_{i,j} - R^k_{i,j}, \quad \text{for } k = 2, 3.
\]

(35)

Then, calculating the ground truth G minus \( \Delta_r \), we have the updated R values \( \hat{R}^{2,3} \). The final R value is obtained simply
by averaging $\tilde{R}^1$, $\tilde{R}^3$ and $\tilde{R}^3$. For the B values we follow the same process.

C. Fused Regression (FR)

As reported in [24], the PSNR performance significantly improves after the ERP post-processing step. Since 50% of the ground truth pixels are available in the G channel compared to only 25% for the R/B channels, the G channel is easier to enhance than the R/B channels. This means ERP works especially well on the G channel. The above observation motivates us to feed the ERP enhanced G channel into our DDR method, and so deriving our Fused Regression (FR) method. We train the regressors for the directional differences and for the MLRI demosaiced G value in the same training stage. In other words, besides the directional difference dictionaries and regressors which are trained in step (i) of DDR, we also train the LR dictionary and regressors for MLRI demosaiced G values, according to the offline stage of ERP. After applying the ERP step to the G values of an input image demosaiced by MLRI, we obtain another updated G value at the online stage.

By simply averaging the two versions of updated G values we obtain the enhanced G values of FR. Our experiments will show us that the R/B guided image quality is highly related to the one of the G channel. The better the recovery of the G channel, the better is the R/B channel restoration. This is another crucial reason underlying the idea of fused regression. The running time of FR is merely marginally increased with respect to that of the DDR method, as also shown in the following experimental section.

V. EXPERIMENTS

In this section we describe and discuss the datasets and the setup used to validate the parameters of our methods and to experimentally compare with the state-of-the-art demosaicing methods. The results are analyzed together with the limitations of our methods and future directions of improvement.

A. Datasets

Kodak. The Kodak dataset contains 24 images of size 512x768 pixels and photographic quality involving a variety of subjects in many locations under different lighting conditions. The images are either created by Kodak’s professional photographers; or selected from the winners of the Kodak International Newspaper Snapshot Awards (KINSA). Such choice of images ensures the high-fidelity of the Kodak benchmark. Besides, it has valuable artistic merit. Another important factor about Kodak is that the images contain a large amount of constant intensity regions. Moreover, Kodak’s use for testing by researchers has a long history. Therefore, the PSNR performances on Kodak are generally good and above 40dB on average.

IMAX. Besides the Kodak dataset, we also test our methods on another standard dataset, IMAX, which is also widely used for validation of demosaicing methods. IMAX contains 18 images of size 500x500 pixels and exhibits more color gradations than the Kodak images. IMAX is a newer dataset, and generally, considered to be more challenging. In fact, the reported PSNR performances on IMAX are a lot worse than those on Kodak, usually lower than 37dB on average.

More importantly, the hue and saturation conditions of IMAX images are closer to the images acquired by current digital cameras.

RW. Despite the high-fidelity and artistic merit of Kodak and IMAX, they are not representative enough for the images taken by normal people. Because the color and composition of those images are biased to the artistic taste. Therefore, as a dataset
complementary to the standard benchmarks, we also selected 500 real world (RW) color images with RGB channels as HR images, using the Google search engine. Dozens of keywords – such as nature, landscape, people, city – yielded images from daily life. We made sure that all the categories contain a similar amount of images. Then we added a Bayer pattern mask on them to obtain LR images.

As a result, we not only consider images of high visual quality as those in Kodak and IMAX, but also the products of everyday photography. Whereas regions with slowly varying color intensities tend to show good performance with interpolation methods, reconstructing high-quality outputs from ‘busy’ images is more difficult. Therefore, we also focus on images which are highly textured and have a rich color gamut.

**B. Experimental setup**

**DDR and FR.** The Kodak images have relatively mild intensity shifts, while IMAX images are richer in detail and high frequencies, which have a smaller number of neighboring pixels with similar color intensities, on average. Thus, for our methods we set the neighbor size (Eq. (28)) to 1 for IMAX and 4 for Kodak. Due to rich high frequencies of the IMAX images, it is difficult for IMAX to benefit from linear regression. Therefore, we set the regressor correction parameter \( \lambda_1 \) (Eq. (25)) to 1 for IMAX and 1.5 for Kodak. IMAX and FR share the same parameters, since FR images also show obvious intensity shifts. As to the residual correction parameter, we optimized it on several arbitrarily selected training images, and we fix \( \lambda_2 = 1.2 \) (Eq. (33)) for all datasets.

**ERP.** The Kodak dataset has been used for decades and most of the state-of-the-art methods have already achieved good performances (~40dB PSNR). So there is not so much space left for any ERP enhancement. In order to make the final results comparable, we multiply \( y \) of Eq. (21) by the regressor correction parameter \( \gamma_1 = 0.5 \) for all compared methods. Due to the same reason, we use a small residual correction parameter \( \gamma_2 = 0.5 \) for all methods. On IMAX the average PSNR results achieved by the compared methods are less impressive than on Kodak, and are lower than 37dB. This is the reason we set \( \gamma_1 \) and \( \gamma_2 \) to the larger value of 1.5 in case of the IMAX dataset. We refer to our previous work [24] for more ERP experiments.

**Compared methods.** We compare our DDR and FR methods to BILINEAR, HQL [5], AHD [18], AP [17], PCSD [11], DLMMSE [6], LPAICI [7], GBTF [12], MSG [13], LDINAT [16], MLRI [14], and LSSC [19]. Unfortunately neither the code nor output images of SAPCA [20] and AVSC [15] are available to us, so we cannot reproduce their results. We refer to the introduction Section I for the brief description of the methods.

**Default settings.** In all our experiments, if not stated otherwise, we use the following default parameters for the DDR, FR, and ERP methods: 4096 atoms/regressors, 2048 nearest neighbors for learning each anchored regressor, \( 3 \times 3 \) region size, 100 training images, 5 million training candidates/regions. We keep the same 100 high-quality training images for all above demosaicing methods during the experiments on the three datasets. With this training set we ensure the relevance of our training dictionary and its anchored regressors.

**Performance measures.** In order to evaluate the performance of the demosaicing methods we employ the standard Peak-Signal-to-Noise-Ratio (PSNR), the Structural Similarity Index (SSIM) [30], the Zipper Effect Ratio (ZER) [31], and the runtime at test. All the compared methods along with our proposed methods share the same testing environment – Intel(R) Core(TM) i7-930 @ 2.80GHz with 8 GB RAM. PSNR measures quantitatively the fidelity of the restoration in comparison with the ground truth, while SSIM measures the structural similarity with the ground truth and ZER the ratio of pixels affected by the zipper effect or edge blurring.

---

**TABLE III: IMAX per image results. The best is in bold.**
4096 to 8192. There is a speed/quality trade-off. Trivial, that is, we can observe more obvious improvements gained by increasing the atoms tend to be anchored regressors. However, we should point out that the atoms/regressors. The more atoms we train, the more chances performance of our methods improves with the number of atoms.

<table>
<thead>
<tr>
<th>Method</th>
<th>IMAX</th>
<th>Kodak</th>
<th>RW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>G</td>
<td>B</td>
</tr>
<tr>
<td>BILINEAR</td>
<td>37.12</td>
<td>35.41</td>
<td>31.27</td>
</tr>
<tr>
<td>HQL</td>
<td>34.02</td>
<td>37.57</td>
<td>33.03</td>
</tr>
<tr>
<td>AHD</td>
<td>33.06</td>
<td>37.00</td>
<td>32.17</td>
</tr>
<tr>
<td>AP</td>
<td>32.85</td>
<td>34.92</td>
<td>32.01</td>
</tr>
<tr>
<td>PSCD</td>
<td>34.66</td>
<td>38.12</td>
<td>33.46</td>
</tr>
<tr>
<td>DLMMSME</td>
<td>34.06</td>
<td>38.00</td>
<td>33.04</td>
</tr>
<tr>
<td>LPAICI</td>
<td>34.40</td>
<td>37.87</td>
<td>33.30</td>
</tr>
<tr>
<td>GBTF</td>
<td>34.05</td>
<td>37.37</td>
<td>33.09</td>
</tr>
<tr>
<td>MSG</td>
<td>34.44</td>
<td>37.68</td>
<td>33.40</td>
</tr>
<tr>
<td>LDINAT</td>
<td>36.28</td>
<td>39.76</td>
<td>34.39</td>
</tr>
<tr>
<td>FR (ours)</td>
<td>37.50</td>
<td>41.01</td>
<td>35.82</td>
</tr>
</tbody>
</table>

**Table I:** PSNR performance comparison of 14 demosaicing methods on 3 datasets. The best two results are in bold.

**Table II:** PSNR performance comparison after ERP post-processing on 3 datasets. The best two results are in bold.

**C. Parameters**

The main parameters that influence the PSNR performance of our proposed DDR and FR demosaicing methods are evaluated in Fig. 6 on the IMAX dataset. Besides the 100 shared training images, we collect 4 other sets. The results achieved with the 5 training sets are between 37.01dB and 37.17dB for DDR and between 37.41dB and 37.49dB for FR on IMAX. On the Kodak dataset, the performances are 41.06dB - 41.10dB for DDR and 41.01dB - 41.08dB for FR. On the Kodak and RW datasets the performances show a similar pattern.

**Number of training images.** For instance, the mean PSNR of DDR is 37.17dB on IMAX, 37.50dB on Kodak, and 39.24dB on RW, respectively. On the Kodak and RW datasets, the performances for 14 demosaicing methods are the best on both the IMAX and RW datasets.

In Tables I and II we report the best PSNR results across all 14 methods. The best two results are in bold. Our DDR and FR methods are the most cost-effective choice in our methods.

**Number of atoms/regressors.** As shown in Fig. 6 the PSNR performance of our methods improves with the number of atoms/regressors. The more atoms we train, the more chances we have to better approximate the input LR differences with anchored regressors. However, we should point out that the improvements gained by increasing the atoms tend to be trivial, that is, we can observe more obvious improvements when raising the atom number from 16 to 4096 than from 4096 to 8192. There is a speed/quality trade-off.

**Number of training images.** When we increase the number of training images from 20 to 100, as shown in Fig. 6, the mean PSNR only slightly grows. Here, we ignore the unstable starting point at 20 for DDR. We believe that 20 images form a rather small training pool that lacks statistical significance, therefore we fix by default to 100 images the training pool in all our experiments. The results confirm that the training set containing 100 images is representative and large enough to collect millions of LR/HR differences.

**Size of the region.** As to the size of the region, we witness a clear quality drop when going up to 7 × 7 regions, not to mention the increase in runtime. For 5 × 5 regions the DDR and FR methods behave differently. Clearly, 3 × 3 appears to be the most cost-effective choice in our methods.

**D. Results**

In order to rule out boundary effects, we shave off 2, 4, 6, 8 boundary pixels for all the methods. The compared methods are stable on the boundary, only for DLMMSME we need to cut 6 boundary pixels to reach good stable performance.

**PSNR.** In Tables I and II we report the best PSNR results from the above discussed 4 candidates for 14 demosaicing methods. The best two results are in bold. Our DDR and FR methods are the best on both the IMAX and RW datasets. For instance, the mean PSNR of DDR is 37.17dB on IMAX, 1.12dB higher than the state-of-the-art method LSSC, while FR reaches an improvement of 1.34dB over LSSC. At the same time (see Fig. 2), DDR is almost 80 times faster than LSSC and 250 times faster than LDINAT. The ranking is preserved.
Fig. 8: Visual assessment of demosaicing results with and without ERP post-processing.
The results for different measures confirm the top performance of the top 5 methods, together with FR + ERP, stays the same for a large range of values for the ZER threshold. The ZER values in Tables III and IV are obtained by fixing the threshold at 0.1 for the PSNR results on each image of the IMAX and Kodak datasets. Our proposed methods significantly improve over SAPCA by achieving +0.46dB to +4.36dB (see Table II). Broadly speaking, the worse the initial denoising methods, the larger the improvements. As to our post-processing method on MLRI, the PSNR is almost 1dB better than the original MLRI and outperforms all the other compared methods on IMAX, even when equipped with ERP. DDR with ERP achieves 37.82dB while 37.88dB is the best result to date, reported for SAPCA. FR even slightly improves over SAPCA by achieving 37.95dB. FR with the ERP step takes less than 30 seconds while SAPCA costs 20 minutes. To sum up, our proposed methods MLRI + ERP and DDR/FR + ERP achieve very good results, comparable to SAPCA on IMAX, while being significantly faster than SAPCA (about 2 orders of magnitude).

When it comes to the Kodak dataset, the improvement of our post-processing methods is less impressive. It varies from +2.79dB for BILINEAR to as low as +0.02dB for LSSC. This is mainly due to the fact that on the Kodak dataset many methods have achieved impressive results above 40dB, and hence, there may not be much space left for further improvement. Still, our ERP methods achieve 40.47dB/40.63dB on 24 Kodak images, 0.23dB/0.39dB higher than MLRI.
Also note that, if we apply the ERP regression training method multiple times, we repeatedly benefit, which is further confirmed by the results presented in [24].

Visual Comparison. For visual quality assessment we show a couple of image results of the top methods in Fig. 8. For example, in the image ‘Flower’ we clearly observe false color artifacts near red petals for the other methods. Our DDR method accomplishes good improvements over compared methods, and FR makes further progress to show natural transition near red petals. The comparison on the image ‘T-shirt’ also confirms the experimental results. First of all, the zipperning effects on LSSC demosaiced images is quite obvious near the edges of color stains. In contrast, both our methods have output images very close to the ground truth, and one can barely observe any zipperning effects. Finally, the ‘Sail’ image from the RW dataset demonstrates the effectiveness of our methods. The false black colors in the yellow balls generated by LSSC and other methods are only weakly visible for FR and DDR. In conclusion, DDR and FR indeed provide natural-looking images close to the ground truth, while the other methods exhibit stronger color artifacts. Moreover, the visual performance is consistent with the numerical PSNR results presented in tables I and II. Last but not least, the visual artifacts are generally alleviated by the ERP post-processing.

E. Limitations and future work

Self-similarities. Our DDR and FR methods rely on trained priors and do not exploit the self-similarities and the particular content of the input image. LSSC does exploit the self-similarities and is capable to achieve 0.4dB better PSNR performance than our methods on the Kodak dataset, but not on the IMAX dataset and the RW dataset. We believe this to be caused by the particularities of the Kodak dataset with respect to the other datasets, such as larger flat regions and larger images, that better suit the LSSC method. The 16th IMAX image is the only that dataset where LSSC achieves superior demosaicing results than our methods. It differs from the other IMAX images by the highly regular texture content, a perfect fit for LSSC. The use of self-similarities is a direction for further performance improvement of our methods.

Design choices. All our methods (ERP, DDR, FR) follow closely the settings of the A+ super-resolution method [21]. The effect of the patch features and training procedure on the overall performance are unclear. If we were to train regressors specific to the different offsets with respect to the underlying mosaic pattern, further improvements are to be expected. As shown in [24], cascading the demosaicing methods such that each cascade stage starts from the demosaicing result of the previous cascade stage is another direction for future research.

Time complexity. The proposed methods are highly parallelizable, but the time complexity depends linearly on the number of regressors and anchors in the dictionary. However, the use of a better sublinear data search structure instead of the current linear search is rather straightforward and can lower the computation time [32].

VI. Conclusions

We propose a novel fast demosaicing method based on directional difference regression (DDR) where the regressors are offline learned on training data and its enhanced version based on fused regression (FR), along with an efficient regression priors (ERP) post-processing step. We keep time complexity limited during the online stage and shift the learning and the bulk of computations to the offline stage. Thus, we achieve order(s) of magnitude lower running times at testing time than the state-of-the-art LSSC, LDINAT, and SAPCA methods. Moreover, the experimental results on various datasets prove competitive performances. Last but not least, the performance of the proposed DDR and FR methods, and of any other demosaicing method can be further improved by applying our ERP post-processing method.

ACKNOWLEDGMENT

This work was supported by the ERC Advanced Grant VarCity (#273940).

REFERENCES


3Codes available at http://www.vision.ee.ethz.ch/~timofte/


