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Abstract

Age prediction from face images is a challenging task. Direct application of pre-trained models on new data leads to poor performance due to data and distribution mismatch and lack of newly annotated material.

In this work, we analyze the transfer of knowledge from deep models pre-trained on massive datasets to new target datasets with (very) little information available. We investigate (i) pre-training on massive datasets with an imposed target age label distribution, (ii) pre-training on massive face datasets but without age annotations, and (iii) fine-tuning on the target train data.

The experimental benchmark uses the massive IMDB-Wiki, VGG-Face and ImageNet datasets as sources and ChaLearn LAP and MORPH 2 as target datasets. The deep architectures/priors are based on the VGG-16 and the recent state-of-the-art DEX and VGG-Face models.

Our main findings are as follows. (i) Using deep priors (pre-trained models on similar data and/or task) boosts the performance on the target dataset. (ii) Imposing the target age label distribution on pre-trained models helps. (iii) The access to and the use of labeled target samples is critical - with as few as 12 samples used for fine-tuning a large performance gain is achieved, surpassing the impact of imposing target distribution for pre-training.

Early adaptation of deep priors to new target datasets can yield sufficiently good performance at a reasonably low computational cost.

1. Introduction

Convolutional Neural Networks (CNNs) have shown unprecedented performance in a wide range of prediction and estimation tasks [6, 15, 10, 18, 16] including real age and apparent age estimation [2, 12, 8, 1]. However, training such models from scratch for each new task that we face requires massive labeled datasets that might not be available. Thus, the only way to perform well in these new domains is to transfer the knowledge from a large available labeled dataset of a related task. In this work we focus on training and adapting models for predicting apparent or real age in different environments.

The prediction of real age from face images has a longstanding history [3, 9, 5] with multiple datasets being proposed. The largest datasets are manually labeled or webmined, containing tens to hundreds of thousand face images along their age labels. However, the prediction of apparent age is a relatively new task without many large datasets available, and creating such datasets is costly due to the need for multiple annotators per image. Currently, one of the most prominent datasets of apparent age voted is provided by the ChaLearn Looking at People (LAP) Apparent Age Prediction Challenge [2], in which contestants are provided with less than 4700 images to train, validate and test their approaches and models.

In this paper we address the training sample scarcity problem for a target dataset and cast it as an early adaptation of deep models (pre)trained on immense datasets with available labels to the new target dataset application.

Our main contributions are as follows:

i. we show clearly the advantage of using pre-trained models and the importance of pre-training on similar data and/or labels;

ii. knowing as little as the age distribution in the target data is beneficial as it can be imposed onto the pre-trained model for performance gains;

iii. the availability of target age labeled samples is critical as very few such samples combined with a pre-trained model on a similar task can lead to a large boost in performance;

iv. imposing age distribution onto a pre-trained deep model requires a reduced number of back propagations;

v. early adaptation of deep priors to new target datasets can be done efficiently for good performance.
The remainder of the paper is structured as follows. In Section 2 we briefly review related works. In Section 3 we describe the experimental setup including datasets, models and evaluation techniques. In Section 4, we describe our main experiments evaluating the effect of fine-tuning our model on the target dataset, pre-training the model with different distributions and finally pre-training under computational and storage constraints. Conclusions are presented in Section 5.

2. Related work

The specific problem of the small dataset provided for apparent age prediction is typically overcome by pre-training a CNN [7] on massive age labeled dataset of face images.

For example, in the ChaLearn LAP challenge [2], the winners Rothe et al. [12, 13] employed the VGG-16 [15] architecture trained on ImageNet dataset [14] for image classification and further adapted to their proposed DEX model (see Fig. 2) with pre-training on IMDB-Wiki dataset [13], collected by them from IMDb [17] and Wikipedia [2] websites, with face images and real age labels. Moreover, they fine-tuned this DEX network on the aligned and cropped face images from LAP training set augmented by 10 transformations (i.e., rotations) and inferred the predicted age by taking the Softmax expected value of 0-100 years age classes when the aligned faces of validation or test set were fed to the CNN. To address the scarcity of the training data the challenge runner up Lui et al. [8] trained two CNNs for face identity recognition on CASIA-WebFace [19] and further trained these models on multiple datasets of real ages, containing more than 1.2 million images to finally fine-tuned their models using the small training set provided in the challenge.

None of the aforementioned works analyzed the effect of target dataset size on adaptation performance because using the whole provided dataset always results in the best prediction accuracy. However, Geng et al. [4] analyzed the prediction performance of different models trained on MORPH dataset [11], including a 3 layer Neural Network (NN) and found out that not only the NN outperforms other models when trained on the whole dataset, but also when it was trained on only \( \frac{1}{128} \) of MORPH dataset while other models were trained on whole the 55K samples within the MORPH. Though Geng et al. did not analyze deep CNNs for age prediction but they showed that a NN may not require training on the whole dataset to achieve a satisfactory result. Wagner et al. [17] showed that the transfer learning through coefficients of CNN trained on a similar dataset result in the best early adaptation performance compared to other simpler and less data hungry models trained from scratch.

In this work we analyze how transferring knowledge from (large) datasets of similar task improves the accuracy on a new target dataset when none or very few train samples from the target dataset are available.
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3. Experimental setup

In our experiments we employ standard datasets as commonly used in the literature, a set of state-of-the-art recent CNN deep architectures, and a standard quantitative metric for the age prediction accuracy. These are introduced below.

3.1. Datasets

We work with four standard datasets: ImageNet [14], IMDb-Wiki [13], MORPH 2 [11] and LAP [2]. Examples from each dataset are shown in Fig. 1.

ImageNet dataset of Russakovsky et al. [14] contains 1.2 million images labeled with 1000 object classes and it was meant for image classification. Although neither humans nor faces are a class in this dataset, many of the images contain humans, some examples are shown in Fig. 1 for the ‘seat belt’ and ‘cowboy hat’ classes.

IMDb-Wiki dataset was created by Rothe et al. [13] by crawling the profiles of more than 20,000 of the most popular person profiles of the Internet Movie Database (IMDb) and Wikipedia webpages for attributes, such as date of birth and gender, as well as correctly dated images of the individuals. The real age of each of 523K images was calculated by subtracting the date of birth from the date in which the photo was taken. The IMDb dataset is the subset of IMDb-Wiki comprising only the images taken from IMDb.

LAP dataset was introduced by Escalera et al. [2] with the ChaLearn Looking at People Apparent Age Prediction Challenge. LAP has 2476 images for training, 1136 images for validation and 1079 images for testing. In this work up to 80% of the training dataset is used for training and the validation set is used for evaluation to make the results of our study comparable to results of Rothe et al. [12] that used 90% of the training set for training and reported the prediction error on validation set of the challenge.

MORPH 2 dataset is the second edition of the largest longitudinal database of adult age-progression database proposed by Ricanek and Tesafaye [11]. It contains more than 55K mugshots of 13,000 individuals aged from 18 to above 50. To make the results comparable to the results on LAP dataset and also to the results reported on MORPH 2 by Rothe et al. [13] and prior work, we adhere to the common setup from Rothe et al. [13] and use up to 4380 images for training and 1095 images for testing.

3.2. Deep models

For all our models we use the VGG-16 architecture [15]. As initializations of our models’ weights, we choose weights trained for ImageNet image classification by Simonyan et al. [15], for face recognition (VGG-Face) by Parkhi et al. [10], and for real age prediction from face images (DEX) on IMDb-Wiki dataset by Rothe et al. [12, 13].

VGG-16 is a CNN architecture proposed by Simonyan et al. [15]. VGG-16 transforms an RGB image of the size 256 × 256 to a 4096-dimensional feature vector using a stack of 13 convolutional layers (with receptive field of 3 × 3 and Max Pooling layers placed every 2-3 layer in between) followed by two fully connected layers with output dimension of 4096. All layers use ReLU non-linear activation and the final output is fed to a fully connected layer with width
of 1000 corresponding to the 1000 classes from ImageNet dataset. In VGG-Face and DEX models the final output is fed to a fully connected layer with width of 2622 (identities) for face recognition (VGG-Face) and to 101 (age bins) for age estimation (DEX).

**VGG-Face** is a model based on VGG-16 and proposed by Parkhi *et al.* [10] for face recognition in unconstrained environment. The model was trained using the VGG-Face dataset. The best recognition performance was achieved by training on non aligned faces but testing on aligned face images.

**DEX** or Deep EXpectation model of Rothe *et al.* [12], shown in Fig. 2, is also based on VGG-16 and trained on the IMDb-Wiki dataset. The prediction is given by the softmax expected value over the 101 year bins output layer. Since the focus of our analysis is on the settings of pre-training and fine-tuning process, we skip the face detection and alignment steps and use the cropped and aligned face images as provided by Rothe *et al.* [12, 13] [https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/].

3.3. Performance assessment - MAE

To make the evaluation on LAP and MORPH 2 datasets consistent, we use the standard Mean Absolute Error (MAE) measure for reporting quantitative results in all our experiments.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |x_i - \mu_i|
\]  

where \( n \) is the number of samples, \( x_i \) is the model’s prediction and \( \mu_i \) is the ground truth age label for \( i \)-th face image sample.

4. Experiments

In our experiments, we analyze how quickly a pre-trained model can be adapted to a new task when samples from this task are available, when only the target label distribution is known, and finally if only the target label distribution is known and we have limited computational resources available for pre-training.

4.1. Fine-tuning on target train data

In the first experiment, we analyze how many labeled training examples are needed to adapt a model from one domain to another. We sample varying numbers of examples
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Figure 4: DEX performance on LAP after fine-tuning with different numbers of LAP examples. Points show different trials.

from the target distribution, use them to fine-tune DEX [12], and analyze how quickly adaptation occurs.

When fine-tuning with a very small number of samples, the fine-tuned model’s performance depends strongly on the examples sampled from the target domain. For this reason, we repeated these experiments multiple times. We repeated fine-tunings using less than 0.5% of the training set (i.e. 12 LAP samples or less) 32 times, using less than 1% of the training set (i.e. 24 LAP samples) 16 times and so on. When fine-tuning with more than 8% of the training set, we only do one trial.

We scale the training steps and number of training iterations linearly with the number of samples available. The fine-tuning with the maximal dataset was done for 5 steps of 2000 iterations. The optimizer is Stochastic Gradient Descent (SGD) with an initial learning rate of 0.0001 in all settings.

**Results** We report the prediction error for each model as we increase the number of training samples from target dataset in the first columns of Tables 1 and 2 for LAP and MORPH 2, respectively. The adaptation performance on the LAP dataset is also visualized in Fig. 3.

The plot shows that in some cases, when fine-tuning with only three samples, and in one case when fine-tuning with six, we end up with models that perform worse than the original model we chose as our starting point. On average, however, we see that fine-tuning with only six samples decreases the MAE from 5.5 to 4.4, more than one year of improvement. The total improvement possible by fine-tuning is 2.2 years MAE, but most of the gains come in the first few samples. In MORPH 2, fine-tuning with six samples gives a gain of 0.7 years, out of the total 1.9 years of improvement available through fine-tuning. Thus we see that if the
source task is sufficiently close to the target task, adaptation occurs very quickly given just a few labeled examples from the target domain.

4.2. Pre-training distribution

We now evaluate how well a model can perform if it is not trained with any samples from the target domain. For this analysis, we evaluate the DEX model [12] with different label distributions imposed, as well as two models not trained for age prediction, e.g. VGG-Face [10] and the original VGG-16 trained on ImageNet [15]. We also fine-tune each of these models with data from the new task to quantify the improvement possible by fine-tuning the models directly.

To impose different label distributions onto DEX [12], we resample a dataset that is available to us (i.e. IMDB), and use this to further train the pre-trained model. The distributions imposed are: (i) the uniform distribution, (ii) the IMDB dataset, and (iii) the LAP/MORPH2 label distribution. We also evaluate the original DEX model (effectively the IMDB-Wiki distribution). These are shown in Fig 3.

To resample the IMDB dataset to a uniform label distribution, we take the following number of samples for each age:

\[ n_{\text{uniform}}(\text{age}) = \frac{4 \times N_{\text{IMDB}}}{101} \]  

where \( N_{\text{dataset}} \) is the total number of samples in dataset.

For the matched distribution, we have

\[ n_{\text{matched}}(\text{age}) = n_{\text{target}}(\text{age}) \times \frac{4 \times N_{\text{IMDB}}}{N_{\text{target}}} \]  

Due to overfitting, training with the uniformly distributed dataset was only done for one epoch with the learning rate of 0.00001. All other models were trained to convergence.

Results

The model performances before fine-tuning are shown in the top row of Tab. 1 for the LAP and in Tab 2 for the MORPH 2. We see that imposing the target label distribution improves model performance - relative to DEX, the MAE decreases from 5.484 to 4.289 for LAP, and from 4.708 to 4.220 for MORPH 2. However, although the label distribution of the target has been matched, the pixel distribution of the target is not, which is why considerable improvements are still possible by fine-tuning. Imposing a distribution which does not match the true target distribution is very harmful - imposing the uniform distribution almost doubles the MAE in both LAP and MORPH 2.

To adapt VGG-Face [10] and VGG-16 [15] to age prediction, we replace their final layers with a randomly initialised 101-dimensional fully connected layer. Thus the performances reported for these models before fine-tuning are equivalent to random guessing.

We now examine how quickly each of these models converges to the new task when fine-tuning, as shown in Figs 5 and 6. On average, imposing the LAP distribution only is better than than the fine-tuned DEX model when less than nine samples are used for fine-tuning. In the case of MORPH 2, this crossover point happens after fine-tuning with six samples. This could be because the uniform background of the MORPH 2 mugshots makes the images less variable and easier to learn. We also see that the effect of imposing a distribution which is far away from the target, e.g. the uniform distribution, is erased when we fine-tune with six samples in the case of LAP and with nine samples for MORPH 2. Indeed, all models based on DEX converge to performances within a spread of 0.1 MAE after being fine-tuned with just 24 samples for LAP, and 13 samples for MORPH 2. Thus, fine-tuning with labeled examples is very important and allows the model to adapt very quickly, i.e. after being exposed to only a few target examples.

This point is made even more strongly by the experi-
to overcome initializations that are only weakly related to labeled examples from the target domain enables the model to perform better on DEX. Having access to ImageNet fine-tuned with 2190 samples manages to outperform the baseline models significantly. Even more impressively, VGG-16 trained on 2,190 samples from the new domain outperforms the models started from very different initializations. The difference in performance between VGG-Face and DEX after fine-tuning with 3,438 samples is 6.3 MAE for LAP and 0.3 MAE for MORPH 2.

Table 2: Adaptation performance on MORPH 2 of different models with new imposed distributions after fine-tuning with MORPH 2.

<table>
<thead>
<tr>
<th>dataset:</th>
<th>DEX Model</th>
<th>VGG-Face</th>
<th>VGG-16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IMDB-Wiki</td>
<td>IMDB</td>
<td>IMDB</td>
</tr>
<tr>
<td></td>
<td>original</td>
<td>uniform</td>
<td>original</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>SD</td>
<td>MAE</td>
</tr>
<tr>
<td># MORPH 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.373</td>
<td>±0.428</td>
<td>6.838</td>
</tr>
<tr>
<td>6</td>
<td>4.060</td>
<td>±0.382</td>
<td>5.384</td>
</tr>
<tr>
<td>9</td>
<td>3.947</td>
<td>±0.255</td>
<td>4.460</td>
</tr>
<tr>
<td>12</td>
<td>4.107</td>
<td>±0.532</td>
<td>4.139</td>
</tr>
<tr>
<td>24</td>
<td>3.968</td>
<td>±0.364</td>
<td>3.977</td>
</tr>
<tr>
<td>49</td>
<td>3.771</td>
<td>±0.316</td>
<td>3.833</td>
</tr>
<tr>
<td>99</td>
<td>3.526</td>
<td>±0.122</td>
<td>3.552</td>
</tr>
<tr>
<td>198</td>
<td>3.303</td>
<td>±0.082</td>
<td>3.388</td>
</tr>
<tr>
<td>438</td>
<td>3.294</td>
<td>±0.050</td>
<td>3.316</td>
</tr>
<tr>
<td>876</td>
<td>3.156</td>
<td>±0.005</td>
<td>3.188</td>
</tr>
<tr>
<td>1395</td>
<td>2.945</td>
<td>3.048</td>
<td>2.972</td>
</tr>
<tr>
<td>2190</td>
<td>2.843</td>
<td>2.876</td>
<td>2.820</td>
</tr>
<tr>
<td>4380</td>
<td>2.768</td>
<td>2.743</td>
<td>2.689</td>
</tr>
</tbody>
</table>

Table 2: Adaptation performance on MORPH 2 of different models with new imposed distributions after fine-tuning with MORPH 2.

In this experiment, we investigate whether we can improve the target task.

4.3. Pre-training dataset size

In the previous section, we showed that imposing the target distribution improves performance in the absence of samples from the new domain. However, pre-training for multiple epochs on a large re-sampled dataset requires massive amounts of computation. For example, each 10 epoch pre-training done in Section 4.2 took about a day on 3 Maxwell Titan X GPUs.

In this experiment, we investigate whether we can im-
pose the target distribution using less computation and using less memory to store the entire source dataset. To do this, we impose the target distribution using only 100, 1000 and 10000 samples from the IMDB dataset. Such pre-trainings took less than a minute, 5 minute and 45 minutes on the same 3 GPU system respectively.

Again, after imposing these distributions, we fine-tune the obtained models to see the relative improvement of imposing a distribution versus fine-tuning.

**Results**  The results are shown in Tables 3 and 4 as well as visualized in Fig 7 and 8. Here we see that imposing the distribution with just 100 samples already give more than one year improvement in MAE, in LAP and 0.7 MAE in MORPH 2. Increasing our training set tenfold only gives an additional gain of 0.13 and 0.05 MAE respectively.

### Table 3: Adaptation of models with LAP distribution imposed in pre-training using 0, 100, 1000, 10000 or 368,553 samples after fine-tuning with different number of LAP samples.

<table>
<thead>
<tr>
<th># LAP</th>
<th>0</th>
<th>S.D.</th>
<th>100</th>
<th>S.D.</th>
<th>1,000</th>
<th>S.D.</th>
<th>10,000</th>
<th>S.D.</th>
<th>368,553</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.416</td>
<td>4.280</td>
<td>4.148</td>
<td>4.289</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Adaptation of models with MORPH 2 distribution imposed in pre-training using 0, 100, 1000, 10000 or 368,553 samples after fine-tuning with different number of MORPH 2 samples.

<table>
<thead>
<tr>
<th># MORPH 2</th>
<th>0</th>
<th>S.D.</th>
<th>100</th>
<th>S.D.</th>
<th>1,000</th>
<th>S.D.</th>
<th>10,000</th>
<th>S.D.</th>
<th>368,553</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.708</td>
<td>3.994</td>
<td>3.945</td>
<td>3.844</td>
<td>4.220</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.373</td>
<td>±0.428</td>
<td>3.998</td>
<td>±0.332</td>
<td>3.923</td>
<td>±0.256</td>
<td>3.824</td>
<td>±0.303</td>
<td>4.110</td>
<td>±0.301</td>
</tr>
<tr>
<td>6</td>
<td>4.060</td>
<td>±0.382</td>
<td>3.879</td>
<td>±0.276</td>
<td>3.866</td>
<td>±0.301</td>
<td>3.750</td>
<td>±0.285</td>
<td>4.050</td>
<td>±0.307</td>
</tr>
<tr>
<td>9</td>
<td>3.947</td>
<td>±0.255</td>
<td>3.912</td>
<td>±0.267</td>
<td>3.853</td>
<td>±0.241</td>
<td>3.752</td>
<td>±0.174</td>
<td>4.028</td>
<td>±0.233</td>
</tr>
<tr>
<td>13</td>
<td>4.107</td>
<td>±0.532</td>
<td>4.103</td>
<td>±0.543</td>
<td>4.165</td>
<td>±0.652</td>
<td>4.041</td>
<td>±0.540</td>
<td>4.168</td>
<td>±0.467</td>
</tr>
<tr>
<td>20</td>
<td>3.968</td>
<td>±0.364</td>
<td>4.013</td>
<td>±0.422</td>
<td>4.112</td>
<td>±0.483</td>
<td>4.019</td>
<td>±0.492</td>
<td>4.109</td>
<td>±0.486</td>
</tr>
<tr>
<td>27</td>
<td>3.771</td>
<td>±0.316</td>
<td>3.839</td>
<td>±0.340</td>
<td>3.927</td>
<td>±0.378</td>
<td>3.804</td>
<td>±0.407</td>
<td>3.911</td>
<td>±0.404</td>
</tr>
<tr>
<td>54</td>
<td>3.526</td>
<td>±0.122</td>
<td>3.547</td>
<td>±0.117</td>
<td>3.594</td>
<td>±0.100</td>
<td>3.543</td>
<td>±0.123</td>
<td>3.584</td>
<td>±0.111</td>
</tr>
<tr>
<td>109</td>
<td>3.383</td>
<td>±0.082</td>
<td>3.427</td>
<td>±0.096</td>
<td>3.478</td>
<td>±0.117</td>
<td>3.423</td>
<td>±0.073</td>
<td>3.414</td>
<td>±0.090</td>
</tr>
<tr>
<td>219</td>
<td>3.294</td>
<td>±0.050</td>
<td>3.322</td>
<td>±0.055</td>
<td>3.347</td>
<td>±0.041</td>
<td>3.295</td>
<td>±0.067</td>
<td>3.273</td>
<td>±0.049</td>
</tr>
<tr>
<td>438</td>
<td>3.156</td>
<td>±0.005</td>
<td>3.167</td>
<td>±0.010</td>
<td>3.202</td>
<td>±0.020</td>
<td>3.158</td>
<td>±0.009</td>
<td>3.131</td>
<td>±0.043</td>
</tr>
<tr>
<td>876</td>
<td>3.014</td>
<td>3.025</td>
<td>3.044</td>
<td>3.035</td>
<td>2.962</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1095</td>
<td>2.945</td>
<td>2.966</td>
<td>2.965</td>
<td>2.964</td>
<td>2.880</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2190</td>
<td>2.843</td>
<td>2.867</td>
<td>2.837</td>
<td>2.854</td>
<td>2.808</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4380</td>
<td>2.768</td>
<td>2.756</td>
<td>2.744</td>
<td>2.727</td>
<td>2.691</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 7: Adaptation performances on LAP test data of LAP matched pre-trainings with different sizes.

Figure 8: Adaptation performances on MORPH 2 test data of MORPH 2 matched pre-trainings of different sizes.

Thus, most of the benefit of imposing the label distribution can already be obtained by using only a 100 samples to train the network.

Imposing MORPH 2 onto DEX using only 100 samples outperforms DEX fine-tuned with less than 9 samples. Using 1000 samples to impose the LAP distribution outperforms DEX fine-tuned with 9 samples. Thus, if we have no access to the samples from the target domain, and would like to impose a label distribution, we can obtain satisfactory results using only 100 or 1000 samples, cutting computational time by a factor of around 370 in our case.

Note about Fig. 8 on MORPH 2 - the ‘bump’ in error around 20 samples comes from the fact that our learning policy was selected for training with smaller datasets and kept fixed for all fine-tuning sizes. Despite the increase in error around 20 samples, with more training, the models adapt to larger fine-tuning sizes. This ‘bump’ is less noticeable in the case of LAP dataset as shown in Fig. 7.

In both the LAP and MORPH 2 experiments, imposing the target distribution using 10000 samples has lower MAE than using the entire dataset. This could be due to the inherited settings from DEX, a model optimized for the LAP dataset with a number of train samples in a comparable range.

A target age label distribution can be imposed onto a pre-trained model by fine-tuning with only 100 or 1000 samples from the pre-train dataset.

5. Conclusion

In our experiments, we found that having even a little bit of information from the target domain helps to adapt a pre-trained model to a new task.

When we have access to samples directly from the target domain, training even with a small number of these decreases the the MAE significantly on average. Already fine-tuning the DEX model with six samples decreases the MAE by more than one year in the LAP dataset and by 0.7 in the MAE. This is a significant part of the total 2.2 and 1.9 year MAE improvements that are possible when we fine-tune with the entire dataset. Having access to samples from the target domain also lets us use models trained on non-face tasks, such as VGG-16 trained on ImageNet, and adapt them. Fine-tuning allowed this model to go from 12 MAE to 3.4 MAE - within 0.7 MAE of the best-performing fine-tuned model on MORPH 2.

However, even if we do not have any samples from the target dataset available, but know its label distribution, we can also adapt a pre-trained model by imposing the label distribution of the target task. When less than 12 (LAP, or 13, MORPH 2) samples are available for fine-tuning, imposing the distribution has better performance than fine-tuning the DEX model.

In an even more constrained scenario, we show that even when we are limited in how much pre-training we can do, we can still have gains in imposing the target distribution using only 100 samples. This amount of pre-training is equivalent to fine-tuning with six to nine samples, in both datasets.

In summary, we have characterized how quickly a pre-trained model can be adapted to a new task, both when data from this new task is available, and when only the label distribution of this task is known. When there are less than around ten samples available from the target domain, imposing a distribution is helpful to the model performance. However, having access to labeled data is the best signal for learning.
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